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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards
bodies (ISO member bodies). The work of preparing International Standards is normally carried out
through ISO technical committees. Each member body interested in a subject for which a technical
committee has been established has the right to be represented on that committee. International
organizations, governmental and non-governmental, in liaison with ISO, also take part in the work.
ISO collaborates closely with the International Electrotechnical Commission (IEC) on all matters of
electrotechnical standardization.
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Introduction

Hardware elements wear out or degrade with time and usage. The presence of certain

faults can

cause the rate of degradation to increase. If the rate of degradation exceeds critical thresholds, then
a hardware element can fail during its normal expected lifespan. Addressing fault behaviours which

change over time is difficult. Functional safety standards such as the ISO 26262 series have tr

aditionally

addressed degrading faults with avoidance measures and simplified assumptions of static behaviours.

Understanding of degrading faults is improving over time. Many industries are taking proa

ctive steps

to control degrading faults using predictive maintenance. Predictive maintenance can detect degrading

faults and predict remaining useful life. Safety mechanisms based on predictive maintenaice are not

explicitly discussed in the ISO 26262 series.

This document provides a survey of current state of the art for degrading faults” and
majlntenance techniques. Approaches are presented to consider degradingfaults and
majlntenance techniques in an ISO 26262 safety argument. Much of thelgontent is fi
senmiiconductors, but the concepts can be applied to other hardware elements:

predictive
predictive
bcused on
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Road vehicles — Application of predictive maintenance to
hardware with ISO 26262-5
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ectlon of degrading faults in safety related E/E hardware elements It applies to hardwa
eloped for compliance with the 1SO 2626211 series in which degrading faults are|sh
vant due to, for instance, the technology used.

ds for the
e elements
own to be

cific technical implementations of predictive maintenance solutions arejneét in scope of this

ument.

Normative references

following documents are referred to in the text in such a way that some or all of th

bir content

stitutes requirements of this document. For dated references, only the edition cited applies. For

ated references, the latest edition of the referenced docurent (including any amendmen

26262-1, Road vehicles — Functional safety — Part 1; Vocabulary

Terms and definitions

the purposes of this document, the termg§'and definitions given in ISO 26262-1 and the¢

ly.
and IEC maintain terminology datdbases for use in standardization at the following add

ISO Online browsing platform: available at https://www.iso.org/obp

IEC Electropedia: available at https://www.electropedia.org/

rading fault

s) applies.

following

esses:

t whose charactefistics are not constant and degrade over time, that can resultin an errof or failure

bn stimulated)after degradation exceeds a critical threshold

e 1 to entty) Permanent and intermittent faults can first manifest as degrading faults. Transient f]

manifest asidegrading faults.

Not]

e 2-t0 entry: Degrading faults do not create errors or failures until degradation exceeds critical

Th

aults do not

thresholds.

Lalitas & £ £o31 H latad +o 21 £ oot £4 Ao
CapaoIity cogtntratCarn CrTOT OT rarur C IS TeratcttoTtreCur T Crre StatC OT Ot g atra troT:

Note 3 to entry: Degrading faults exhibit abnormal conditions which can cause an error or failure over time.
Normal degradation does not exhibit abnormal conditions which are necessary to be classified as a fault. Normal
degradation can result in a loss of functionality after expected lifespan has elapsed but cannot be considered a

faul

3.2

tas itis not abnormal.

degrading fault detection time interval
DFDTI

tim

espan from the occurrence of a degrading fault (3.1) to its detection
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3.3

degrading fault handling time interval

DFHTI

sum of the degrading fault detection time interval (3.2) and the degrading fault reaction time interval

(3.4).

Note 1 to entry: The degrading fault handling time interval is a property of a predictive maintenance (3.5) related
safety mechanism.

Note 2 to entry: The degrading fault handling time interval is considered in addition to the fault handling time
interval. See Figure 4.

Note 3to e
an error or
maintenand

htry: The timespan from occurrence of a degrading fault (3.1) until it has the capability to gene
failure is the maximum degrading fault handling time interval that can be specified for a predic
e related safety mechanism to support the functional safety concept.

Note 4 to entry: A degrading fault (3.1) is covered in a timely manner by the corresponding safety'mechanis

there is det

3.4
degrading
DFRTI
timespan f
operation

3.5

bction and reaction within the degrading fault handling time interval.

F fault reaction time interval

rom the detection of a degrading fault (3.1) to reaching a safe(State or reaching emerge

predictive maintenance

techniqued
appropriat

that are used to detect degrading faults (3.1), predict remaining useful life (3.6), and r¢
ely

Note 1 to entry: Approaches include the use of data driven methods such as machine learning applied locall

on a remotq

Note 2 to ern
an error or

3.6

system. Guidance for developing safety related ML systems can be found in ISO/IEC TR 5469[2],

try: Prediction of remaining useful life (3.6) can be used to replace a faulty element before it can c3
failure.

remaining useful life

RUL
length of t
longer per

Note 1 to erf
Note 2 to er]

[SOURCE: I
or element

me from the presenttime to the estimated time that the item or element is expected tq
form its intended fanction within desired specifications

try: RUL can belestimated using predictive maintenance (3.5) or with other approaches.
try: RUL can’be estimated for expected degradation or degradation in the presence of a fault.

EEE $td 1856-2017[3], modified — The phrase "system (or product)"” was replaced with "i
".]

rate
tive

m if

ncy

act

[y or

use

no

fem

4 Abbreviated terms

ADAS
ADS
Al
BEoL

BFR

Advanced Driver Assistance System
Automated Driving System
Artificial Intelligence

Back End of Line (sometimes BEOL)

Base Failure Rate

© IS0 2023 - All rights reserved
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BLM Barrier Layer Material

CHC Channel Hot Carrier

COTS Commercial Off The Shelf

DC Diagnostic Coverage

DFDTI Degrading Fault Detection Time Interval
DFHTI Degrading Fault Handling Time Interval
DFRTI Degrading Fault Reaction Time Interval
DRAM Dynamic Random Access Memory

EM Electromigration

ESI Electrostatic Discharge

FEQL Front End of Line (sometimes FEOL)
FET Field Effect Transistor

FDTI Fault Detection Time Interval

FHTI Fault Handling Time Interval

FTTI Fault Tolerant Time Interval

HCI Hot Carrier Injection

ILD Inter-Layer Dielectric

LFM Latent Fault Metric

ML Machine Learning

Mol. Middle 6f Line (sometimes MOL)

MEpL Middle End of Line (sometimes MEOL)
MPFDTI Multiple Point Fault Detection Time Interval
NBTI Negative Bias Temperature Instability
NVM Non-Volatile Memory

PC Phase Change Memory

PHM Prognostics and Health Management
RUL Remaining Useful Life

SBD Soft Breakdown

SHE Self-Heating Effect

SILC Stress-Induced Leakage Current

SM Stress Migration

©1S0 2023 - All rights reserved 3
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SoC
SPFM
TDDB
TD]JD
TID

System on Chip

Single Point Fault Metric

Time Dependent Dielectric Breakdown
Time Dependent Junction Degradation

Total lonizing Dose

5 Liter;

5.1 Gen

This document reviews many technical documents to summarize the current state of the

understan

NOTE
definitions
referenced

5.2 Deg

5.2.1 JE
The JEDE(
standardiz
on a wide ¥

JEDEC JEP
Semicondy
mechanisn
(BEoL), or

informatign provided in JEP122H is validated by a team of reliability experts from the SEMATECH/I

Reliability
The die FE

— time dependent dielectric-breakdown (TDDB) due to gate oxide breakdown;

— hotca

negati

surfac

ature survey of degrading faults

eral

Hing of degrading faults in industry standards and technical publications.
Terminology in the referenced publications and standards is not always, dligned to terms

of the ISO 26262 series. When referencing publications and standards;”the terminology of
work is used.

rading faults in industry standards

DEC JEP122HI4]

Solid State Technology Association is a semiconductor industry trade association
ation body. JEDEC has over 300 companies as,mémbers and publishes electronics standa
Fariety of topics.

122H is the latest revision on JEDEC’s(standard for “Failure Mechanisms and Models

hs, classifying them as being related’to the die front end of line (FEoL), die back end of
packaging. Models are provided for estimating the rates of degradation per failure mode.

Council and supported by extensive references to technical publications.

oL failure mechanismsydescribed by the JEP122H include:

rrier Injection~CHCI);
ve bias temperature instability (NBTI);

e inversion due to mobile ions;

art

and
the

and
rds

for

ctor Devices,” last updated in 2016. The standard describes eighteen different failure

ine
Che
SMI

localiz
— phase
The die BE

— TDDB

floating gate non-volatile memory (NVM] data retention;

ed charge trapping NVM data retention;
change memory (PCM) NVM data retention.
oL failure mechanisms described by JEP122H include:

due to ILD/low-k/mobile Cu ions;

— aluminium electromigration (EM);

4

copper EM;

aluminium and copper corrosion;
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aluminium stress migration (SM);

copper SM.

The packaging failure mechanisms described in JEP122H include:

fatigue failures due to temperature cycling and thermal shock;
interfacial failures due to temperature cycling and thermal shock;

intermetallic and oxidation failure due to high temperature;

5.3

5.3

Ref]
Sta
fail
bas
(did
in |
app
feat

compared to more traditional planar transistor, technologies found in 28 nm and larg

tec]

Th

tin whiskers;

ion mobility kinetics due to component cleanliness.
Degrading faults in technical publications

1 Advanced CMOS Reliability Update: Sub 20 nm FinFET Assessmentls]

erence [5] was published by Sandia National Laboratories, a research organization of
fes Department of Energy, in 2020. The purpose of the report. is to document the m
ire modes impacting advanced semiconductor technologies~using FinFET technolog
ed semiconductors are used for most current generatiof SoCs (system on chip devic
crete graphics processing units), and DRAMs (dynamic‘tandom-access memories) whic

lications. While the use of FinFET transistors enables smaller process geometries (e
ure size) and faster processing, it also changés the failure mode susceptibility char

nologies.

report provides details for the followidg failure modes:

die related failure modes:

— bias temperature instahility (BTI);

— dielectric integrity;

— HCIL

— BEoL, EM,and stress voiding;

— middle,énd of line (MEoL) concerns (also known as middle of line, or MoL);
packaging and package-die interaction;

integrated die design and process reliability - electrostatic discharge (ESD);

the United
bst critical
ry. FINFET
es), dGPUs
h are used

nfotainment, ADAS (advanced driver assistance systems), and ADS (automated driving system)

g. <20 nm
acteristics
eI process

radiation effects:
— total ionizing dose (TID);
— displacement damage;

— COTS electronics and radiation effects.

The die and packaging related failure modes discussed can generally be argued to manifest as random
degrading faults before becoming intermittent or permanent faults. The ESD and radiation effects can
generally be argued to be systematic or transient in nature.

Also of interest is the section on reliability degradation and its impact on circuit/system performance.
This section focuses on “soft” logic failures which manifest before “hard” physical failures of the

© IS0 2023 - All rights reserved
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semiconductor devices. As most of the degradation mechanisms discussed result in parameter
degradation, it is suggested that statistical methods can be used to predict circuit failures.

5.3.2 Circuit-Based Reliability Consideration in FinFET Technologyl¢l

Reference [6] is authored by four experts from Taiwan Semiconductor Manufacturing Company
(TSMC) in 2017 to describe the primary reliability failure modes of concern for FinFET based process
technologies and to present a model for estimating reliability. Comparisons are made between the
performance of 28 nm planar technologies versus 16 nm and 7 nm FinFET technologies.

lll.l e e e 1 .. anal e l' . () . S a e‘ a . .. TI)’

iced eaage currents (SILCs), self-heating effects (HES), and time dependent jufiction
degradatign (TD]D). Models are proposed to estimate the reliability impacts of these mechanisms,
based on alcombination of simulation and reliability testing.

5.3.3 Infermittent Faults and Effects on Reliability of Integrated Circuits[Z]

Reference [7] is authored by a reliability expert from AMD in 2008 and studies ifitermittent faults| An
experiment was conducted using more than 250 servers (from pre-2008) to provide over 300 seifver
years of operational data. Identified memory single bit errors were analysed for root cause, and |the
findings dpcumented. The rates of occurrence of the errors introduced byxthese faults can vary fifom
one design to another and one technology to another.

Failure mqdes discussed in this paper include ultra-thin oxide bréakdown, soft breakdown (SBD),|EM
voids, bartier layer material (BLM) cracks, and crosstalk as sources of intermittent faults. It is nqted
that these [intermittent faults can be detected by monitoring the Vmin (voltage minimum) thresh¢lds
necessary [ffor correct operation. Mitigations are discussedsin‘terms of systematic avoidance, screerjing
at manufag¢turing test, and online fault detection in application including failure prediction.

6 Literature survey on predictive maintenance

6.1 Genperal

This document reviews many techanical documents to summarize the current state of the |art
understanging of predictive maintenance in industry standards and technical publication. Additignal
application domain specific standards are in development (e.g. IEC 63270[8]).

NOTE Terminology in the.réferenced publications and standards is not always aligned to the terms [and

definitions |of the ISO 26262-series. When referencing publications and standards, the terminology of|the
referenced work is used.

6.2 Predictive maintenance in industry standards

6.2.1 IEC61508[]

IEC 61508 is a basic safety publication for functional safety which was the original basis for the
ISO 26262 series. The 2010 edition of the standard includes guidance on the use of fault forecasting,
maintenance, and supervisory actions supported by artificial intelligence (Al) systems.

6.2.2 IEEE Std 185631

IEEE Std 1856 provides an industry-independent approach to the use of predictive maintenance and
similar techniques. This standard is intended to be applied at many different levels of design abstraction
and is not specific to semiconductor technologies. This standard applies the terms “prognostics” and
“Prognostics and Health Management (PHM)” interchangeably with predictive methods. The standard
is primarily focused on estimating the remaining useful life (RUL) after a fault is detected, rather than
the method by which the fault is detected.

6 © IS0 2023 - All rights reserved
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[EEE Std 1856 provides a lifecycle model for PHM as illustrated in Figure 1:

the product is initially deployed without faults;
an off-nominal behaviour (fault) is detected;

a failure occurs.

) o Prognostic
Response time Prognostic distance system accuracy
T'lme
Fault First correct Failure Fdilure
detected prediction occurs predicted
Figure 1 — IEEE Std 1856-2017 lifecycle model for prognostics
Thd IEEE Std 1856 model introduces three metrics, which when usedctogether can be used o compare

the

NOT

occC

effectiveness of different PHM approaches:

the response time for the predictive algorithm, defined as the time between first fault detection and

first correct prediction of RUL;

failure;

the prognostic distance, defined as the time between the correct prediction and the occurrence of a

the prognostic system accuracy, defined as the difference between the predicted failure time and

the actual failure time.

irs after prediction).

E Prognostic system accuracy can bé_positive (failure occurs before prediction) or negative (failure

In [EEE Std 1856-2017, Annex A, the)standard provides additional guidance. The content dn levels of
PHM implementation closely matches the ISO 26262 series approach of performing analysis
levels of design hierarchy: device, component, assembly, sub-system, system, and system of §ystems.

6.3 Predictive mainténance in technical publications

6.3

Ref]
in 2
of 2

1 A Surveyof Online Failure Prediction Methods[19]

010. Seme of the key information included in this document is:

alifecycle approach based on the progression of faults to errors to failures which islargely

n multiple

erence [L0]\isa literature survey compiled by three researchers from Humboldt University in Berlin
010. Itisiintended to provide a picture of the state of the art in online failure prediction methods as

fompatible

with the ISO 26262 series;

a definition of nine metrics to evaluate predictive methods, with focus on precision and recall;

a taxonomy of failure prediction methods which introduces twenty-two categories;

areview and classification of forty-seven differentimplementations defined in technical publications

into the twenty-two categories.

6.3.2 An Odometer for CPUsl11]

Reference [11] is an article published in the IEEE Spectrum magazine in 2011. It provides a simplified
introduction to the topic of degrading faults and introduces one possible detection mechanism. The

© IS0 2023 - All rights reserved
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description of silicon aging mechanisms includes HCI, BTI, and oxide breakdown. A degradation
detection mechanism is described which uses the comparison of two ring oscillators (one run in normal
conditions, the other under stress conditions).

6.3.3 Circuit Failure Prediction for Robust System Design in Scaled CMOS [12]

Reference [12] is one of many papers on the subject written by Professor Mitra, director of the Stanford
University Robust Systems Group. The work focuses on the detection of faults before they can generate
errors or failures of a system. Mitra separates the product lifecycle into early life, useful life, and end of
life according to a bathtub curve model and emphasizes the need to address the semiconductor physics

dominant frreacirtifecycte phasetommaximize theeffectiverress of fauttdetectiomarnderror prediction.

degrading failure mode is considered a dominant degrading failure mode amd, ‘pr
for predictive mechanisms. In addition, methods which can provide self-repair of NBTI bal
n are discussed. Mitra introduces an online test mechanism, CASP (Concurrent-Autonom
st using Stored Patterns) as one possible mechanism for detection and predigction.

The NBTI
candidate

degradatid
chip self-teg

me
sed
ous

6.3.4 A (ircuit Failure Prediction Mechanism (DART) for High Field Reliability [13]

Reference
NBTI, and
and its eff¢

[13] considers the impact of degrading fault mechanisms such as.channel hot carrier (CHC),
TDDB on timing parameters in a semiconductor device. A mitigation strategy is proposed,
ctiveness is evaluated using a performance index called DART:

degradle factors - as many types of degradation as possible are‘¢considered;

accurdcy - predicted degradation is as accurate as possiblé;

report and repair - sufficient information is reported to-enable mitigation during usage;

test cqg

verage — high detection of degrading faults.is’achieved.

Also of intq
fault mech
for definin

brest is data showing that the same timing parameter can be impacted by different degrading
anisms, which have different rates pfidegradation. Understanding this impact can be crulcial
i test intervals and accurately predicting RUL.

6.3.5 Predicting Remediations for"Hardware Failures in Large-Scale Datacenters[14l

Reference
based on f
approach i
the systen
of specific
as implem

6.3.6 Im

Reference

[14] provides a system level view of predictive maintenance which is data driven rather t
hysics of individual failure mechanisms at a component level. This machine learning ba
s focused on predicting the necessary repair action based upon detected faults. The RU
is defined based-on the class of repair which is predicted rather than by the understand
degradatiorf.characteristics. Data are presented showing the effectiveness of this appro
ented at large scale in Facebook’s datacentres.

praving Analog Functional Safety Using Data-Driven Anomaly Detection [15]

han
sed
L. of
ing
ach

| i | + 1 H 1 e de s £ A aade H £ 4o 1
[1J] PTOVIUTS dIl TAAHIPIT HITPJITHITIILAUIUIT U PTTUICLIVE THIAITITTIHAIILT T 4 TUIICLIUIIATD 5Sd

ety

context. The authors developed a recurrent neural network (RNN) for predicting errors based on
detecting faults using multiple sensor technologies. This approach is data driven, meaning that it
identifies potential errors based on data patterns without an understanding of the underlying physics
of failure. The focus of this mechanism is predicting whether a fault will result in an error, rather than

predicting

the remaining useful lifetime after a fault is detected.

7 Degrading faults and the ISO 26262 series

7.1 Understanding the lifecycle of degrading faults

Figure 2 illustrates an example lifecycle of a degrading fault.

© IS0 2023 - All rights reserved
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The lifecycle is broken up into three phases following a bathtub curve reliability model (refer to
ISO 26262-11:2018, 4.6.1.5): infant mortality, useful life, and end of life, along an X axis representing

tim

e. The vertical dashed lines represent the changes in lifecycle phases.

The Y axis represents a voltage margin for an element. The horizontal dashed line is the minimum voltage
margin needed for correct operation. If the voltage margin drops below this limit, malfunctioning
behaviour can be induced when the element is stimulated.

NOTE 1

NOTE 2

The choice of voltage margin as the critical parameter for degradation is only for illustrative purposes.

The curve shown in Figure 2 is one example and can be different depending on the process technology

use

The
is g
volf
be
exp
has
thr

NO7
of a

Thd
obs
thr
wil
deg
NO’

dep
deg

5 and the critical parameter monitored.

resent. During the infant mortality phase the element is newly manufactured and ha
age margin to operate properly unless a degrading fault is present. Additional(pérmanen
bresent which are largely removed from the population during manufacturingfest. As the

exceeded its expected lifespan. Once the voltage margin decreases begyernd the minimun
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Figure 2 — Example degrading fault lifecycle

Figure 3 iJlustrates_the' lifecycle model for non-degrading faults as described in ISO 26262-1. This
lifecycle has element’level and item level considerations. As described in ISO 26262-10:2018, 4.3, [the
relationship between faults, errors, and failures can be established at multiple levels of design hierarghy.
A failure at thHeelement level can be perceived as a fault at the item level.

In Figure 3 a fault is first occurring at an element level. The fault handling time interval (FHTI) is the
sum of the fault detection time interval (FDTI) and the fault reaction time interval (FRTI). The time
between the occurrence of the fault and when it can result in malfunctioning behaviour at the item
level leading to a hazardous event if not mitigated is the maximum FHTI that can be specified for a
safety mechanism to support the functional safety concept. A fault at an element level can occur and be
detected before it can result in malfunctioning behaviour at the item level.

EXAMPLE1 A periodic test of memory executing within the maximum FHTI can detect a fault before it is
stimulated during normal usage.
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The fault tolerant time interval (FTTI) is the time between a fault at the item level and malfunctioning
behaviour resulting in a hazardous event if not mitigated. Faults, errors and failures are seen at different
levels of hierarchy at different times, as illustrated in ISO 26262-10:2018, Figure 5.

EXAMPLE 2 Communication is lost to a sensor module.

Figure 3 differs from ISO 26262-1:2018, Figure 5. ISO 26262-1:2018, Figure 5 illustrates a scenario in
which the fault at the element level immediately causes a fault resulting in malfunctioning behaviour at
the item level. Not all faults at the element level will result in an immediate malfunctioning behaviour at
the item level. As such Figure 3 provides a more generalized view of the relationship between FHTI and
FTTI as compared to ISO 26262-1:2018, Figure 5.
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Figure 4 — Lifecycle model for degrading faults

sification of degrading faults

use of a hardware fault can be either systematic or random{nnature. The same consideraf
legrading faults.

cesses and detection before a product is deployed-to the field.

hrdware faults, including degrading faults, are' considered in the calculation of the rela
metrics (SPFM, LFM) and the probabilistic-metrics (PMHF or EEC). When a fault has b
hs a random hardware fault, it can further be classified as safe, single-point, residual
pint (perceived, detected, or latent).ISO 26262-10:2018, 8.1 and Figure 10 can assist in
on of random hardware faults. This-guidance is the same for all types of random hardwj

random hardware metrics-arenot only focused on the permanent fault model. The ISO 26
iders all relevant fault models. ISO 26262-5:2018, 8.4.7 b) NOTE 2 states that transient fa
ered when shown to-beé-relevant. Degrading faults can also be considered if shown td

7.3 Quantifying degrading fault base failure rate

ISO 26262
faults. The

Two strate

5:2018,8.4:3 provides three options for establishing the base failure rate (BFR)of reley
se methods can be used to establish BFRs for random degrading faults.

ion

faults, including degrading faults, are primarily addressed by avoidance measures such as
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are
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hlts
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ant
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gies are identified to quantify the failure rate due to degrading faults. One is to estimate

failure rat

fordegrading faults imaddition to the faiture Tates for other types of faults- Theothert

to

consider the failure rate of degrading faults as a subset of the failure rate for permanent or intermittent

faults.

EXAMPLE

A set of failures is initially classified as resulting from permanent faults. With additional data,

itis

established that some of the failures are the result of degrading faults, which were perceived as permanent after
sufficient degradation had occurred.

7.3.1

Industry standards and models

ISO 26262-5:2018, 8.4.3 a) provides the options of using hardware part data from a recognized industry
source. Multiple examples of such sources are provided in ISO 26262-5:2018, 8.4.3 a) EXAMPLE 1.
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Currently there are no identified industry sources which provide models or handbook data for
calculating the BFR due to degrading faults. JEDEC JEP122HI4] provides acceleration models which can
be used to estimate the degradation of certain degrading faults (e.g. HCI, NBTI) but does not provide
estimation of the rate of occurrence.

7.3.2 Field data

ISO 26262-5:2018, 8.4.3 b) provides the option of using statistics based on field returns to establish a
BFR for a given failure mode. It is suggested in ISO 26262-5:2018, 8.4.3 b) NOTE 5 that such arguments
can be calculated as described in ISO 26262-8:2018, Clause 14.

Reljability experiments or field data can apply a statistical approach. The data collectgd by such
an |approach can apply a 70 % confidence level using a chi-square distribution_as described in
1S0O| 26262-8:2018, 14.4.5.2.4. JEDEC JESD85A[L6] provides examples of calculating su¢h a djstribution
for experimental test results.

7.3]3 Expertjudgement

1SO[ 26262-5:2018, 8.4.3 c) provides the option of using expert judgement to establish the| BFR. This
can| be done with a combination of approaches including field data,festing, reliability anplyses and
simulation as per ISO 26262-5:2018, 8.4.3 c) NOTE 6.

EXAMPLE An application of expert judgement can include @~ combination of establishing a| BFR using
relipbility testing and estimating degradation rate using JEDEC JEP122H[4] or a simulation based op physics of
failire models following JEDEC JESD91BILZ],

8 |Applying predictive maintenance

8.1 Diagnostic coverage (DC) evaluation for predictive mechanisms

ISO| 26262-5:2018 does not include mormative requirements for establishing the DC| of safety
methanisms. ISO 26262-5:2018, Annex.D (and by extension ISO 26262-11:2018 for semiconduictors) can
be fised as the starting point for evaluating DC. The DC is supported with a proper rationdle. Neither
soufrce directly considers predictive maintenance.

Many predictive maintenance-safety mechanisms are built upon existing classes of safety m¢chanisms.
Exipting guidance can be-considered as a starting point for establishing a DC claim.

EXAMPLE ISO 26262-5:2018, Table D.5 suggests that a test pattern can typically achieve high DC for
anajogue I/0. The same‘test pattern when used for fault detection in a predictive maintenance safety[mechanism
can|assume similar-DC as an initial DC claim.

Guidance which is provided to establish and justify the DC of an arbitrary safety mechHanism not
fouhd ingdSO 26262-5:2018, Annex D or ISO 26262-11:2018 can be applied to predictive m¢chanisms.
Anglytical arguments, expert judgement and experiments (including simulation and fault injection) are
possible sources for data to support a DC claim for a predictive mechanism.

8.2 Considering random hardware metrics

8.2.1 Impacting the SPFM and LFM

For a safety mechanism to provide a detection benefit considered in the SPFM, the ISO 26262 series
provides some constraints in ISO 26262-5:2018, 7.4.3.3. Similar consideration for the LFM is provided
in ISO 26262-5:2018, 7.4.3.4. In both cases the primary requirements can be summarized as:

— the safety mechanism must detect and achieve or maintain a safe state or transition to emergency
operation within the FTTI or FHTI for SPFM or the MPFDTI for LFM;

— the DC with respect to residual faults or latent faults, respectively, is established.
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The approach can be extended to degrading faults by considering the DFHTI in addition to the FTTI
and FHTI for calculating the SPFM. So long as the fault is detected and responded in time to prevent the
occurrence of a hazardous event, then the fault is sufficiently mitigated.

In calculating the SPFM and LFM including degrading faults and predictive mechanisms, several aspects
are considered if relevant to the safety concept:

and

the confidence in the computed RUL and the maximum DFHTI;

— thecla

False posit]
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safety requiirements and verified according to ISO 26262-5:2018, 6.4.9.
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ssification of degrading faults according to ISO 26262-10:2018, Clause 8 and Figure 10,
ive detections do not impact the metric calculation but can impact the rate of field return

262-5:2018, 6.4.2, the relevant characteristics of the safety mechanism areincluded in

The maximum DFHTI is one possible relevant characteristic.

'ovides one integrated approach to handling degrading faults with predictive maintenangd

plication as a dedicated measure

tive approach is to apply predictive maintenance as.a“dedicated measure for mitigat
faults. Dedicated measures can be used to argue that'the probability of occurrence of fa
tly low, such that:

point faults are acceptable per ISO 26262-5:2018, 9.4.1.2 and ISO 26262-5:2018, 9.4.3.5 of]

al faults with less than 90 % DC arelacceptable per ISO 26262-5:2018, 9.4.1.3
262-5:2018,9.4.3.6 or

H262-5:2018,9.4.2.4 NOTE 6).

2018 does not include anyrequirements for dedicated measures similar to those present
hanisms. [SO 26262-5:2018, 9.4.1.2 NOTE 2 provides examples of dedicated measures wi
ly implemented as design or production measures rather than online measures.

sidering RUL prediction

h262 seriessdoes not have any metrics defined related to the prediction of RUL. RUL i
the current'state of the art for two scenarios.

eragelage of vehicles in the field continues to rise, many of which can be operating bey

the ratio of the BFR of degrading faults as compared to permanent, transient and intermittent faults;

g

the

ing

hlts

and

met

for
1ich

of

2]

bnd
ted

ginal designed lifetime of their safety related elements. Understanding when a safety relg

element1s no longer trustworthy can provide drivers guidance to replace worn out elements betore
they are exposed to hazards.

New applications using new technologies, such as autonomous driving, can have less confidence

in operational profiles than more established applications using legacy technologies. In addition,
fully autonomous vehicles cannot rely on a human driver for fallback operation and can take more
appropriate actions if the RUL of primary and backup systems is known.

The metrics from the IEEE Std 1856 [3] can be used to compare the performance for different predictive
maintenance solutions. The IEEE Std 1856 response time can illustrate the speed of prediction after
the first detection of a fault. Some solutions consider multiple fault detections before the RUL can be

predicted.
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