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Foreword

[SO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are
members of ISO or IEC participate in the development of International Standards through technical
committees established by the respective organization to deal with particular fields of technical activity.
ISO and IEC technical committees collaborate in fields of mutual interest. Other international organizations,
governmental and non-governmental, in liaison with ISO and IEC, also take part in the work.

The procedures used to develop this document and those intended for its further maintenance are described
in the ISO/IEC Directives, Part 1. In particular, the different approval criteria needed for the different types
of document should be noted. This document was drafted in accordance with the editorial rules of the 1ISO/
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Introduction

Considerable improvements in the performance of automatic facial recognition (AFR) technologies have
resulted in applications such as automated border control using the facial images encoded in e-passports
and implemented in systems whereby the identity of a co-operative traveller is verified in an environment
designed for the collection of uniformly illuminated and optimally posed images. The success of these first
generation AFR systems has encouraged suppliers to consider other applications where the environment for
collection of images may be far from optimal. The inferior performance in such identification applications
with less control can necessitate a greater involvement by trained personnel.

The ISO/IEC 30137 series provides guidance on the use of biometric technologies in video surveillance
systems (VSSs), a framework for performance testing and reporting of such systems, and procedures for

establishin

This docun
alerting to
event vided
the identifi
watchlist fq

Other scenz
a given poi
these scend

CETOUTd tTUTT ald anmotating video data for testing pur posSeEs.

the presence of individuals of interest, law enforcement applications such as/revig
footage from one or more cameras against pre-populated watchlists, commercial u
cation of individuals who are to be given preferential service, and facesadded to (en
llowing observation of behaviours in the video material.

irios include measurement of crowd densities and determining nuimpbers of individuals

rios is therefore included in Annex A.

nent provides the architecture, use cases and system design. The use cases_include real-time

twing post-
ses such as
rolled in) a

b traversing

ht. While these are not the focus of this document, they are glgsely related and information on
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Information technology — Use of biometrics in video
surveillance systems —

Part 1:

System design and specification

1 Scope

The ISO/IH
television d
in post-eve
this docum|

This docun

defines

defininlg performance;

provid
the ope

provid
VSS ar
gallery

makes
metada
operat

establi
proces

C 30137 series is applicable to the use of biometrics in VSSs (also known."as cld
r CCTV systems) for a number of scenarios, including real-time operationragainst wa
ht analysis of video data. In most cases, the biometric mode of choice will be face reco
ent also provides guidance for other modalities, such as gait recognition.

ent:

the key terms for use in the specification of biometric technblogies in a VSS, including

s guidance on the selection of camera types, placement of cameras, image specificat
ration of a biometric recognition capability in conjunction with a VSS;

s guidance on the composition of the gallery for watchlist) against which facial imag
e compared, including the selection of appropriate images of sufficient quality, and th
in relation to performance requirements;

recommendations on data formats_far facial images and other relevant informatior
ta) obtained from video footage, used in watchlist images, or from observations mad
DI'S;

thes general principles for_ supporting the operator of the VSS, including user intg
bes to ensure efficient dngd effective operation, and highlights the need to have suita

person

highli

privacy and personal‘data protection measures specific to the use of biometric technolo
VSS (e.g. internationally recognizable signage) are fit for purpose, and that societal considg
reflected in the-déployed system.

This docunjent@lso provides information on related recognition and detection tasks in a VSS, su

estimation of crowd densities;

el;

ts the need for robust governance processes to provide assurance that the implement

sed circuit
Fchlists and
gnition, but
metrics for

on, etc., for

es from the
b size of the

(including
e by human

brfaces and
bly trained

ed security,
pies with a
rations are

th as:

determination of patterns of movement of individuals;
identification of individuals appearing in more than one camera;

use of other biometric modalities such as gait or iris;

alerts for abandoned baggage.
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2 Normative references

There are no normative references in this document.

3 Terms and definitions

For the purposes of this document, the following terms and definitions apply.

[SO and IEC maintain terminology databases for use in standardization at the following addresses:

— IECEle

[SO Online browsing platform: available at https://www.iso.org/obp

ctropedia: available at https://www.electropedia.org/

3.1 Terms related to the target subject

3.11
operator
individual(

Note 1 to en
biometric ap

3.1.2

presentatipn attack

presentatig
can interfel

3.1.3
target sub
target(s)
individual(

Note 1 to ent
the case; in

3.14

watchlist
list of indiv
application|

Note 1 to er
premium cu

Note 2 to en
premises or

Note 3 to en

5) responsible for day-to-day operation of the system

Lry: This may include adjustment of the video surveillance cameras, selecting data suitable fi
plication, and acting on the output of the biometric comparison proc€ss;

n of an artefact or of human characteristics to a biometric capture subsystem in a f
'e with the intended policy of the biometric system

ect(s)

5) of interest

ry: A target subject is normally someonealready enrolled in a watchlist (3.1.4). However, this
ome scenarios they are a target because they are to be enrolled in a watchlist.

iduals of interest (and their associated reference images) for detection by the video s

try: The watchlist-may be of individuals for whom an added service level is to be offered
stomers). Thistis Sometimes referred to as an “allow list”.

try: The watchlist may be a list of “wanted” individuals, e.g. individuals who should be den
servicesS. This is sometimes referred to as a “block list”.

r use by the

Ashion that

s not always

urveillance

(e.g. VIPs or

ed access to

ith different

ryvA system may have multiple watchlists of different groups of target subjects (3.1.3), and w

performanc

anale
5O

Note 4 to entry: In the case of target subject back-tracking (3.3.1), the watchlist normally contains only one target
subject, or in the case of a group of individuals of interest, a few target subjects.

3.2 Terms related to VSS

3.21
codec

computer program capable of encoding or decoding a digital data stream or signal

© ISO/IEC 2024 - All rights reserved
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3.2.2
compression ratio
measure of the compressed file size to that of the uncompressed file size

3.2.3

dropped frame

frame (3.2.4) from the video camera(s) that is not processed or is not available for facial detection and the
creation of templates

Note 1 to entry: Normally measured in terms of either the number of frames per second dropped, or the percentage of
the frames per second dropped.

3.24
frame
single image shown as part of a sequence of images in a video stream

3.2.5
frame rate
frequency (rate) at which an imaging device produces unique consecutive images called frames (B.2.4)

Note 1 to enfry: Frame rate is normally expressed in frames per second (fps).

3.2.6

frame size
pixel dimerjsions of the frame (3.2.4) described in terms of horizontal.and vertical pixels, and whjch can also
be additionally described in terms of total megapixels

3.2.7
post-procgssing
steps performed after the biometric comparison process

EXAMPLE Triaging decisions based on a fusion of the quality and score metrics.

3.2.8
pre-procegsing
steps performed prior to the biometric comparison process

EXAMPLE Image quality enhancement, subject detection and feature extraction.

3.29
resolution
measure oflthe amount of detailithat can be stored in an image

Note 1 to enfry: Resolution is.snormally measured in pixels per millimetre.

3.2.10
subject trgcking
process of 3ggregating multiple biometric samples for a single individual, possibly from multiple fameras, to
avoid pI‘OdlilCiIlg Separate detection alerts for the same target subject (3.1.3)

3.2.11

video management system

VMS

component of a video surveillance system (3.2.12) that collects video from cameras and other sources, records
that video to a storage device and provides an interface to both view the live video and to randomly access
recorded video according to time

3.2.12

video surveillance system

VSS

system consisting of camera equipment, monitoring and associated equipment for transmission and
controlling purposes, which may be necessary for the surveillance of a protected area

© ISO/IEC 2024 - All rights reserved
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3.3 Terms related to biometric systems

3.3.1

back-tracking
act of finding the given image(s) of a face/individual by searching all video feeds where the individual can
possibly have been seen

Note 1 to entry: It is possible, but not necessary, to use facial biometrics for back-tracking.

3.3.2

face detection
determination of the presence of faces within a video frame (3.2.4) and production of the location of each
face in the frame

Note 1 to en

3.3.3

post-eventlanalysis

non-real-tin
EXAMPLE

3.34
real-time 3
online prog

EXAMPLE

3.3.5
Wiegand
de-facto wi
entry syste|

3.3.6
zone of red

3-dimensional space within the field of view'0f'the camera and in which the imaging condition

biometric 1]

Note 1 to en|
the field of v
(IED).

3.4 Terms related to the-environment and scenario

ry: Face detection is the first step in the face recognition process.

he analysis (3.3.4) of data previously captured by video surveillance cameras

To identify possible suspects following an incident or event.

inalysis
lessing of video surveillance data as it is captured

To identify individuals held on a watchlist (3.1.4) so that ithmediate action can be taken.

m

ognition
pcognition are met

try: In general, the zone of reCognition is smaller than the field of view of the camera, e.g. nd
iew may be in focus and notevery face in the field of view is imaged with the necessary inter-|

ring standard commonly used to connect a ¢ard swipe mechanism to the rest of an electronic

5 for robust

t all faces in
eye distance

3.4.1

attractor

visual or gcoustic*cue within the environment which encourages individuals to look in a| particular
direction (i.e.towards the camera in a facial recognition application) in an attempt to improve fecognition
performange

3.4.2

choke point

point of congestion or obstruction through which individuals pass

3.4.3

lux

measure of illumination intensity

© ISO/IEC 2024 - All rights reserved

4


https://iecnorm.com/api/?name=4ea7a3b5443b1431634eb73eacc0924a

ISO/IEC 30137-1:2024(en)

3.5 Symbols and abbreviated terms

AFIS
AFR
APCER
APNRR
B&W
CCTV
EXIF
FPS
GUI
HDR
HMM
[ED

[P

LFR
MTF
NIST
NPCER
NPNRR
OSDP
PAD
PTZ

SFR
SLI
SNR
SOP
VMS
VSS

automated fingerprint identification system
automated facial recognition

attack presentation classification error rate
attack presentation non-response rate
black-and-white

closed circuit television (system); another term for video surveillance (system)

bxchangeable image file

frames per second

braphical user interface

high dynamic range

Hidden Markov models

nter-eye distance; the distance (usually measured in pixels)between the centres of t
nternet protocol

ive facial recognition; real-time automated facialrecognition using video surveillanc
modulation transfer function

National Institute of Standards and Technology

hormal presentation classification epror rate

hormal presentation non-respofise rate

bpen supervised device pratocol

bresentation attack detection

by the operater or automatically by using dedicated software)
bpatial frequency response

ttandard lighting intensity

e eyes

£ cameras

ban, tilt and zopm;/a type of video surveillance camera that can be remotely adjusted (manually

islld} tU llUibC 1 CltiU
standard operational procedure
video management system

video surveillance system

4 Comparison of terms used in biometric systems with those used in video
surveillance

The video surveillance and biometrics communities both have well established vocabularies to describe the
various components of a system, but the same term may sometimes be interpreted differently. While the

© ISO/IEC 2024 - All rights reserved
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terms are defined in Clause 3, Table 1 highlights some of those terms and expressions where care needs to
be taken when communicating with members of the video surveillance community.

Table 1 — Comparison of terms used in biometric systems with those used in video surveillance

Term

Definition within the context of automated biom-
etric processing

Definition within the conventi
human-led VSS, e.g. within th
IEC 62676 series

onal use of
e scope of

ing

Crowd monitor-

Counting of individuals in a volume, or over a time
interval

The observation of a group to determine
collective behaviour or as part of a process

to detect anomalous activity

Detection and

Biometric detection: the process of finding instanc-

Target detection: the process of finding

subject

localization es of a particular biometric mode, while correctly targets of interest, such as humans or cars,
rejecting all instances of imagery not representing |in a video feed
that biometric mode

Observation Tracking: the process of spatially locating a particu- |Target observation: the process pf following
lar biometric subject as it moves a particular target in 4 wideo feed

Recognitior] The process for assigning a biometric identifier to a |The process of recognizing a fanjiliar face;

synonym for identification

Identificati¢n

The process of determining a subject’s identity by
comparing imagery of a biometric mode against a
database formed from imagery of individuals. This
generally includes not assigning an identity when
the target subject is not present in the database

The process ofa human determiping a

subject’s’identity using available
galleriés;or use of identity cues

(printed)
(clothing)

Verification The process of confirming a subject’s identity by The process of confirming a target’s iden-
comparing imagery of a biometric mode against a tity
particular prior sample of a candidate individual
Inspection Human review of the output from an automated bi- |Inspection: the detailed review ¢f VSS im-
ometric system to assess an alert from the biometric |agery to determine more detaile{d informa-
subsystem tion or characteristics, such as age or sex of
an individual, brand of clothing, [presence of
jewellery
Alert An indication that an identifier"fer an enrolled sub- |An indication issued by a camerg, opera-
ject has been returned by the biometric recognition |tor or system that an event of inferest has
process occurred
5 Architecture
Figure 1 shows the process flow in a typical biometrically-enabled VSS with components quch as the

following.

1) Video

urveillan€é-cameras positioned to collect images in a form which supports comp:

images on thewatchlist.

2) AVMS

server

apd-infrastructure to organize and transmit footage from a number of cameras t
nd’storage system.

irison with

o the main

3)

Software to detect and track faces (and/or other biometric features) in the video stream and to create

biometric feature sets in the format developed by the supplier of the biometric recognition system.
This can include feature sets created by combining features extracted from multiple face images from a
single individual, continuously updated as new video frames are processed.

4)

Comparison and decision software, again likely to be proprietary to the supplier of the biometric system,

which determines whether the system has recognized an individual on the watchlist. The match criteria
and decision thresholds may be different for groups of individuals on the watchlist, e.g. some can be
considered low risk, with only minimal implications if they are not recognised by the system, whereas
for others it can be imperative that they are recognized as soon as possible.

5)

© ISO/IEC 2024 - All rights reserved
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6) An operator support environment to aid in making decisions on whether an alert should be followed up
(and how) or rejected as a false alert.

7) Links to analytics systems to record the event and decisions taken, and to provide access to other
information which can assist in disposal of the instance of recognition, e.g. previous instances of a
similar match to the individual on the watchlist, and guidance on the appropriate action to be taken.

8) A systems management “bus” which enables configuration and operation of the key components in the
biometric recognition system according to threat level, workload of human operators, time of day, etc.,
and which supports the merging of recognitions between cameras across the surveillance domain.

Figure 1 shows an example of a server-centric architecture. However, there are other models available,
such as distributed archltectures usmg edge computlng (where part of the processmg is done in the video
camera of t : Fae A i
smartphon

bS and PCs

Camjeras, * - ID’J tchlist
envirqnment \ : i : c irnages

Automated faee

Image :> VMS ::> detecti d :> Automated facg
acquikition infrastructure eteci® an. comparison
template creation

%Systems Management Bus >

WATCHLIST
IMAGE

Possible
matches
found

& »°a  CONFIRM
Analytics  [RAI0E

I
Actipn | (2=

Resultp
presentation

Operator decision

Figure 1 — Components of a biometrically-enabled VSS

6 Use cases

6.1 General

This clause provides examples of some of the different ways in which biometrics can be used in conjunction
with VSS to support business needs across a range of organizations, including:

— police and law enforcement (and private security companies, such as those operating shopping malls and
car parks) to alert to the presence of individuals of interest;

© ISO/IEC 2024 - All rights reserved
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police and law enforcement to manage the identification of individuals in video surveillance footage
collected after a notable event or incident;

commercial usage to alert to the presence of individuals of interest for whom special or differentiated
levels of service are to be provided;

commercial or government systems to manage the flow of individuals or queues, e.g. in accordance with
agreed service levels;

border services and client support organizations for quality assurance and customer support, e.g.
following a complaint or an incident.

non

The use cases can be broken down into three broad categories, namely "post-event”, "real-time" and
"enrolment”_applications (enrolment may be real-time or post-event]). The following subclauses provide
examples of some common use cases, described in terms of performance objectives and the ralgs played by
various corhponents of the system, including the responsibilities of the system operator.

6.2 Posttevent use cases

extraction,

In post-eve
and search
to identify
subsystem
watchlist.

These use d
be beyond {

nt use cases, the performance objective is the reliable detection, autemated feature
ng of large numbers of target subjects against one or more watchlists)or databases in
possible suspects, with a high probability that the candidate list returned by th
includes (at a high rank) those target subjects that have ashdtching template st

ases are challenging because in many cases the quality‘and positioning of the video c
he control of the operator of the biometric subsystem, and they will not have been ins

biometric

plications in mind.

The operator normally has an “expert” role within thelénd-to-end process, selecting images
submission| as probes and examining candidates returhed following a search of the database. T
trained in facial comparison techniques, and the decision-making process may be supported b
image analysis tools. In cases such as back-tracking or clustering (linking images of the sar
together) the operator may also make use of>pther visual information (e.g. the individual’s

relative locption of cameras) to help them to-confirm or refute potential matches.

Examples

— post-ey
the use

(using

post-ey

f post-event use cases include:

ent analysis of recorded video surveillance material (from one or more cameras) pro
of biometric recognition software to identify one or more individuals in frames of
bne or more referefice images);

ent analysis of\recorded video surveillance material from more than one camera i

individual (whethéridentified or not) is tracked (either forwards or backwards in time) a

camerd

retrosy

s. This nray involve more than just biometric applications, for example video analytic

an attempt
b biometric
bred in the

hmeras will
talled with

suitable for
hey may be
y dedicated
he subjects
lothes and

ressed with
sequences

which an
d between
s software;

ective“clustering — detecting and extracting faces from multiple sources of vi

eo for the

purpodes-of clustering imagery sources of the same individual(s) together. This will normally need to be
an autad j o1 i i , although a
human operator may subsequently review the results and intervene where they find subjects who have
been wrongly classified.

6.3 Real-time use cases

In real-time applications, the performance objective is a high probability of the system alerting for target
subjects with a matching template in a watchlist, and a low probability of an alert for subjects not in the
watchlist. The watchlist will typically consist of a subset of images that are drawn from a larger image
database and have been chosen to address a specific business objective.

These use cases are challenging because of the large amount of data that needs to be processed, especially
if the system involves multiple cameras with multiple subjects in each frame. This presents a challenge
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in terms of search accuracy and it is also vital that the end-to-end response time is fast enough to enable
effective action to be taken when an alert is generated.

The role of the operator is typically to assess any alerts from the biometric subsystem and to make an initial
decision as to whether the alert is genuine or a false match. They are usually also responsible for instigating
further action as appropriate, such as directing resources on the ground to detain or speak to the target
subject in order to formally confirm their identity.

Examples of real-time use cases include:

— alerting in real time (or near real time) to the presence of an individual traversing the field of view of
a video surveillance camera, identified by the biometric subsystem as being someone whose biometric
data (e.g. a facial image) has previously been stored as a reference in a watchlist.

EXAMPLE1  Checking individuals entering a building or disembarking a plane or train against|a watchlist,

with the aim of either bestowing or denying particular privileges.

EXAMPLE 2  Monitoring of video surveillance by law enforcement agencies for the’ purposges of crime

prevention and public safety.

This us
the use

e case is sometimes referred to as live facial recognition (LFR). A practical example [illustrating

of LFR can be found in Annex C;

real-tiy of cameras,

some O

he tracking of a particular individual of interest between the fields-of view of a number
f which do not necessarily overlap.

6.4 Enrdlment use cases

In these us
watchlist, 5
enrolment,

The operat]
process wi
that the bes

e cases, the goal is the successful enrolment of¢<target subjects of interest into a ¢
uch that the biometric templates created are.ofésufficient quality for the intended u
a biometric search may be carried out to detesmine if the target subject is already en

or may have a role in selecting the bestiquality images for enrolment, but in man

t available images are selected for enrolment.

Examples df enrolment use cases include:

enrolm

“time d
particy

enrolm
order t|
with of

7

ent (into a watchlist) of individuals who enter a protected zone or repeatedly visit the

locking” individuals,in situations where there is an interest in knowing how long thej
lar area, for example to monitor the time of service or queue length;

ent of individuals traversing the field of view of a video surveillance camera into a
p support a‘watchlist application for future use within the same system, or to use in
her biometric applications and databases.

fication of hardware and software

latabase or
se. Prior to
rolled.

y cases the

1 be fully automated. Machine learningand cognitive computing can be applied to help ensure

Same area,;

y spend in a

Hatabase in
fonjunction

Speci

7.1 General

The IEC 62676 series already provides extensive information on camera selection, positioning, network
bandwidth, performance considerations, storage requirements, etc., for traditional (i.e. non-biometric)
applications. This document therefore focuses on those aspects of the hardware and software components
of the VSS that have a direct bearing on the performance of the biometric subsystem.

It is important to note that what can be an ideal set up for a conventional VSS can produce images that are
very poorly suited for use in a biometric application. While the following recommendations are primarily
applicable to an AFR system, they can also be adapted for other modes.
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7.2 Physical environment

In many cases, the environment in which the VSS is intended to operate is beyond the control of those
responsible for deploying or operating the cameras. Careful positioning of the cameras can help (see 7.5.2),
but where it is possible to exert some influence over the environment where the system operates, the

following p

oints should be considered:

— uneven floors and steps should generally be avoided as changes of angle/height often cause individuals

to look

down, thus making it hard to obtain usable images of the face;

barriers may be introduced to modify the flow of individuals through the environment, ensuring they

all pass through the field of view of the camera(s) at the correct distance and moving towards (in the
case of an AFR system) the camera. Such techniques, together with careful positioning of the cameras

perfor

choke
of the

ance of the system;

oints may be introduced to reduce the number of individuals passing through.the f
amera at any one time, thereby reducing the number of target subjects that need to b

mprove the

eld of view
e processed

simultaneously by the biometric application. Choke points can also improve biometric sample collecting

by limi
at that
favour

The intro
through th
user friend
to maximiz

ing the speed with which target subjects move through a capture area, by improving
location, and creating a situation where the pose of the target subjéct to the camer:
ble.

ction of barriers or choke points may have negative implications for individu
environment. Due consideration should be given to tHejneed for usability, acces
iness. The balance between these factors and the need to obtain high quality imag
e system performance should be determined on a,case by case basis. See Annex

information on societal aspects to be considered when emplaying such techniques.

7.3

Sufficient i
should be ¢

areas 1
will va
illumin

across
faster g

near-in
those V
conditi

INlumination environment

lumination is needed to support biometric processing. Where possible, the folloy
pnsidered:

ear windows or in sunlight should generally be avoided as the lighting cannot be con
'y with the time of the day or yedr and with prevailing weather conditions. Shaded or
ated areas generally produce-better results;

additiognal lighting may be introduced to raise overall lightlevels and also to ensure balanced i

faces, with no strong shadows or excessively bright highlights; additional lighting
hutter speeds to®e used, helping to avoid motion blur in the video;

frared lightihg- may also be used (in conjunction with surveillance cameras that

ons.

the lighting
1(s) is more

als moving
sibility and
es in order
B for more

ving points

trolled and
artificially

lumination
also allows

can detect

vavelengths) to help reduce shadows and to improve biometric sample collection under low light

7.4 lndqcing frontal view

AFR is highly sensitive to the orientation of the head relative to the optical axis of the camera. It is often
possible to modify subject behaviour by installing attractors that encourage people to look in a particular
direction, e.g. upwards or towards specific camera position(s).

Where possible, the environment should be inspected to determine if any sources of distraction exist. For
example, an extraneous television screen that can possibly undermine the biometric capture process by

adversely ta

king attention from the intended direction of view.
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7.5 Cameras and supporting infrastructure

7.5.1 Selection of cameras

Camera and lens combinations should be selected such that the image resolution, frame rate, field of view
and low-level light performance are capable of providing images of sufficient quality for use in the intended
biometric application.

Several different quantifiable metrics are necessary to assess the performance of a video camera and
associated system producing the video stream for video surveillance.

The spatial resolution of the video camera is one of the most important factors in determining the quality of
an image captured by a VSS. A measure of spatial resolution is the MTF. The MTF20 of the camera’s original
image shoyld be at Teast 0,4 cycles per pixel. The original image is the same as described in,Ahnex D and
refers to the unencoded signal.

In the case
generated.

of IP cameras, the measure of spatial resolution is impossible, because only an €ncoded signal is

NOTE1 I$0 12233 specifies methods for measuring the resolution of a video frame. It is appli
measuremeit of both monochrome and colour cameras which output digital data. ‘Further informatic

relationship

NOTEZ2 I
managemen

The exact 1
the specific
that has an

Higher res

plateaus atfan IED of around 95 pixels, beyond whichether factors such as camera position, light
play a greafer role than the image resolution in detérmining the performance.

NIST’s “FI
for a num

acquire faces with less than 20 pixels between the eyes, while others ceased to work if the IED ¥

than 80 pi

As new alg|
resolution

“optimal” iage resolution ifi this document.

Shutter spsg
being to ob
and who ca
sometimes

Considerat

between MTF and resolution can be found in Annex D.

EC 61966-8 is applicable to the characterization and assessment\of a VSS for the purpo
I

scenario, and the AFR algorithm being used, but curfent systems typically require a f
IED of at least 50 pixels if they are to return usefulresults from a watchlist search.

lution images generally yield better results'put the performance of many current

” studyl12] provides more detailed@formation on the effect of image resolution on p
r of current AFR algorithms. The study also notes that many of the tested algorit

Is.

prithms are continually~being developed, and in light of the interdependencies bety
hnd the various different algorithms, it is not possible to provide more specific g

I:Iain the bést'possible image(s) from a target subject who can be moving across the f|
potentially only look briefly in the direction of the camera. In low light levels, indivi
exhibitmotion blur, reducing the amount of detail available in the image.

rable to the
n about the

se of colour

equirements for the resolution of facial images captured by the camera vary with the use case,

acial image

algorithms
ing etc. can

brformance
hms do not
vas greater

veen image
uidance on

ed, frame rate.and image compression algorithms also have a bearing on image quallity, the aim

eld of view
Hual frames

onShould be given to the focal length of the camera lens. This is dependent on t

ne distance

between the target subject and the camera, but ideally it should be similar to that used for the images stored
in the watchlist, which therefore varies with the application. Large differences between the focal length
used for the watchlist images and that of the video surveillance camera cause differences in perspective
that can negatively impact on the performance of the biometric subsystem. In addition, optical distortion
resulting from the type and quality of the lens can also have an adverse effect.

Many security cameras use a proprietary video format or container requiring specialized software from the
manufacturer to play back the video stream. In some cases, the manufacturers do not provide the ability to
transcode their proprietary format to more common formats such as H.264, thus requiring the development
or procurement of additional software for this purpose. When selecting cameras, consideration should be

given to the need to transcode the recording format to a more common format.

© ISO/IEC 2024 - All rights reserved

11


https://iecnorm.com/api/?name=4ea7a3b5443b1431634eb73eacc0924a

ISO/IEC 30137-1:2024(en)

The selection of appropriate video cameras plays a critical role in the overall performance of the system,
but it is only one of many contributing factors. It is strongly recommended that organizations considering
the introduction of a VSS with an AFR capability seek specialist advice to determine the most appropriate
solution, and undertake proper performance testing both during the procurement stage and prior to
operational deployment.

7.5.2 Positioning of cameras

7.5.2.1 General

In many existing video surveillance installations, the cameras are positioned to monitor a wide field of view
and as such are generally not well suited to biometric applications such as AFR. If video surveillance cameras
are to prov de ;ulasco ofa \,lualit_y stittableforAFR SY stems; s illl})Ul tarttotake pat ttettar-eate over their

placement and orientation.

Five basic|types of video surveillance environments of increasing complexity (and difficulty) are
recognized|2.

1) “Statiohary” — as at passport control or biometric kiosk.

2) “Portal” — as in a one-way corridor or choke-point portal.

3) “Corridor” — as in a two-way corridor with more than one individual'attime.
4) “Halls”|— as in airport halls, shopping malls.

5) “Outdojors” — all other scenarios.

Example inmages from operational airport surveillance cameras corresponding to scenarios 1, B and 4 are
shown in Higure 2. Note that the images depict the envitonments but not necessarily the optimal field of
view of the[camera.

Figure 2 — Examples of scenarios 1, 3 and 4[]

The following subclauses provide guidance on positioning cameras in order to capture images puitable for
use with AFR apd\or gait analysis.

7.5.2.2 Camera puaitiuuiug forusewith AFR

It is recommended, where possible, to use the Type 1 setup where the individual spends some time on the
same spot, and on which the camera has been pre-focused. When the Type 1 setup is not possible, two
solutions are recommended for the other scenarios:

1) using an array of video cameras;

2) using a combination of point-and-shoot cameras with VSS cameras running video analytics (which track
a face, while measuring its resolution).
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However, regardless of the setup type, the objective should be:

— toobtain an optimized image (usually of the face) by minimizing the pitch, yaw (rotation) and tilt angles,
but without setting the camera so low down that faces of target subjects are obscured by individuals in
front of them;

NOTE ISO/IEC 19794-5 specifies “best practice” for facial image capture and recommends a maximum of +5°,
although such stringent conditions are rarely met in video surveillance applications.

— to have the camera facing the direction of travel, and constrained to a choke point to avoid individuals
moving across the main flow of traffic;

— to limit the number of individuals in the field of view at any one time (to avoid placing excessive load on
the AFR software) whilst ensuring the area is adequately covered;

— to avoif silhouetting of subjects, for example where individuals enter a building from outd}ors; where
this capnot be avoided, or where strong shadows are present, consideration should bergiven ffo the use of
supplementary (possibly infra-red) lighting;

— evenngss of light distribution across the face as target subjects walk through thézone of recognition (see
Figure[3);

— sufficignt illumination of the faces to avoid motion blur (due to slow, shuitter speeds) or s¢nsor noise
impacting on the image quality.

Key

1  zone of recognition

2 image resolution too low
3  subjects out of focus

4  subjects in focus

Figure 3 — Zone of recognition

Note that whilst IEC 62676-4 was not written with AFR applications in mind, it does nevertheless provide
useful information on the field of view of the cameras in relation to object or target size for various scenarios,
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including crowd monitoring, detecting the presence of an individual, recognition of a known individual and
identification of an unknown individual (see Table 1 for an explanation of these terms).

For AFR applications, the camera’s horizontal field of view in metres should be mapped against the horizontal
image frame size in pixels, to obtain an effective resolution of pixels per metre. This can also be considered
as pixels per millimetre when assessing likely biometric performance, based upon existing research which
tests the inter-pupil distance or pixels between the eye centres. For AFR applications, the pixels per metre
at the furthest distance at which subjects are expected to be captured in focus should be considered. For
example, a system may be optimized to work with facial images having approximately 95 pixels between
the centres of the eyes, which is a known plateauing of performance for many current facial recognition
systems.[3][6] Assuming a typical IED for adults of 63 mm, this will require a resolution of 1,5 pixels per
millimetre (95/63) or 1 500 pixels per metre. To achieve this level of resolution with a high definition camera
which has a frame size of 1 920 x 1 080 pixels, the horizontal number of pixels in the camera sensor (1 920)
is divided hiy required pixels per metre (1 500) resulting in a maximum horizontal capture width of 1,27 m.

See Figure #.

NOTE In practice, the actual optical resolution of the VSS camera system is always lower than‘the vajue obtained
using this method. Annex D contains more information on image resolution and methods/for assesping camera
performancg.

Key
a  Atypiqal IED in adults is around: ;063 m (63 mm)

A full HD camera has a resolutien of 1920 by 1080 pixels

IED Maximum hor_lzontal capture Reference
width

20 pixels 6,04 m = 0,063*1920/20 MmlmPZm value examingd in FIVE
studyl12]

50 pi a " Minimum value recomm|ended in

pixels 2,41 m =0,063*1920/50 =t

80 pixels 1,51 m = 0,063*1920/80 Max1mlgm value examined in FIVE

studyl12]
. _ % Maximum value recommended in
05 pixels 1,27 m = 0,063*1920/95 7522

SOURCE: Reference [6], reproduced with the permission of the authors.

Figure 4 — Relationship between the IED in pixels and the maximum capture width of the camera
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7.5.2.3 Camera positioning to capture images for automated gait analysis

A gait recognition silhouette is the video frame image of a person represented as a solid shape of a single
colour, usually black. The edges of the silhouette match the outline of the subject.

Gait analysis can be deployed for identification in multi-camera surveillance scenarios. View-point
independent rectification is used to calculate, for example, side view coordinates for multi-camera video
frames. Low frame rate (1 fps to 5 fps) video recordings made with still image cameras or video surveillance
systems are compatible with normalized gait silhouette sequences. In order to capture all the details of a gait
signature, a minimum of one full gait cycle (i.e. two full steps) is required. Figure 5 illustrates the silhouettes
of the phases of one full gait cycle.

Key

a), c), e)
b), d)

st
SV

Various auf
as an input
non-aligne
therefore t

The side vi

line perpendicular to the camera line of'sight (lateral view) as illustrated in Figure 6. As an addi

a similar rg

followed thirough different scenes.

!

=

A

hnce phases
fing phases

Figure 5 — Illustration of the phasés of a full gait cycle

omated methods have been developed far,gait recognition. Some methods use the
while others only use silhouettes. Also; automated methods can use either aligneq
images. The capture process should.allow for any method to be used for automated j
e gait sequence should be capturedwith a stationary camera.

ew is the most discriminativet®] view of a gait sequence. The subject should walk i

cording showing frontal ahd back (dorsal) views can help in gait recognition when

image data
| images or
ecognition,

h a straight
tion to this,
a person is
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"I"

By combining appearance and motion in a spatiotemporal way, it is possible to achieve better 1
bne modality in the most difficult scenarios, where there is variation in both appe

using just
dynamics.

Figure 6 — Subject captured from side view

Walk-through video analysis is less time consuming if illumifiation and background variations are

There are 1
surveillanc
scenes that

Given the
recognition
limited.

7.5.3 Inf]

7.5.3.1 P
Power con§g
camerd

netwol

hethods for reducing the effects of illuminationwariations and dynamic backgrounds
e video material. Background subtraction is'a challenging task, especially in compl
can contain a moving background, vegetation, rippling water, etc.

constraints in terms of camera placement and environment required for auto
, the applicability of this technique‘for subject recognition or tracking in real word

rastructure considerations

ower
umption estimatées should be made for:
S;

k devices;

digital

video recorders or more general network storage devices;

esults than
arance and

minimized.
1] jn video
bx dynamic

mated gait
bcenarios is

processing infrastructure.

The power consumption of such devices is typically published by manufacturers, so that power requirements
can be estimated.

7.5.3.2 Network requirements and compression

Conventional VSS implementations transmit video imagery over a network for storage or processing or both.
Typically, this is done on a sustained basis without interruption and the quantities of video data are large.
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The bandwidth of the network should be sufficient to allow video data to be streamed on a sustained basis.
The rate at which data flows over the network increases linearly with:

the bit-

the number of cameras;
the width and height of the camera images;

the frame rate;

rate of the compressed video.

Video data in VSS implementations is almost always compressed to conserve network bandwidth and storage
space. Compression is usually implemented within the camera and is almost always lossy. This means that
the original video from the sensor cannot exactly be recovered on decompression. The loss is minimized by:

a) specify
b) usingn
Such compi

rate is prop
rates corre
is to install
the video d
human judg

NOTE I
with pixel d
from each c4

7533 S

When one
equipment
retention w
considering

7.6 Biometric software

detecting the presénce of individuals within the field of view of the camera;

ing a high bit rate; and
hodern compression techniques, such as those specified in ISO/IEC 14496-10,

ession techniques achieve good performance, in part, by including motien compensat
ortional to the network data flow rate. The bit rate is also a measure of ideo quality Y
kponding to high compression ratios and more loss of information. Flre recommende
sufficient network bandwidth to accommodate bit rates high endugh to cause immat
ata. The definition of “immaterial” should be based on automated recognition error

rements on the visibility of detailed features of the human face:

1 NIST’s FIVE study,[12] using ceiling-mounted high definitién tameras producing 30 frame
mensions 1 920 x 1 080, the AVC codec was configured to produce a data rate of 24 megabit
mera.

forage and retention

or more cameras stream video data ted dedicated digital video recorder or otl
on a continuous basis, it ultimately fills the device. Therefore, it is necessary to
rindow sized to accommodate operational review objectives and cost constraints, in
I relevant governance policies and\data protection legislation.

heral

ing the.nformation required to create a biometric template for each individual using
from the video stream,;

of the specific mode being used, the biometric subsystem performs a number of tasksg:

ion. The bit
vith low bit
d approach
erial loss to
rates, or on

5 per second
5 per second

her storage
establish a
addition to

ne or more

7.6.1 Gel

Regardless

1y

2) extract
frames

3) genera

4)

tino the biometric template(s):
[=] I~ J7

matches for review by the operator.

comparing the template with those templates stored in a reference database and returning possible

The following subclauses look at these in more detail from the perspective of an AFR application.

7.6.2

Face detection software

This is the first stage in the recognition process, before any matches can be made by subsequent processing.
The speed and accuracy of the face detection algorithm are key factors in determining the overall
performance of the system. Detecting faces in video is computationally expensive. It is especially challenging
when this is done in real time and where there are multiple faces in the field of view of the camera, but
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where each individual is moving and is potentially only in the optimal position (the zone of recognition) for
a matter of seconds.

The task is made harder where faces are partially obscured by others, or the target subject is not looking
towards the camera and, as a result, is unable to be detected. At the other end of the scale, images and logos
on clothing, or even static objects within the field of view can be misinterpreted as faces, resulting in the
creation of templates that are of no value. Developers of such software set thresholds for various parameters
which need to be met before the image is classified as a face. If these are set low (a “liberal” detection policy)
to ensure that all “real” faces in the video stream are detected, it will usually lead to an increase in the
number of spurious templates that are created. If they are set high (a “conservative” detection policy), while
the templates generated will generally be of better quality, there is a risk that many target subjects will not
be detected at all and thus will not be searched against the watchlist. Some algorithms may also set limits
on the total number of faces that can be detected simultaneously (i.e. in any one frame) in order to avoid

bottlenecks

A particula
application|
templates
detection s
order to ad
is missed.

The optimg
during the
reliability
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multiple fa
face image;
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I challenge in VSS applications is the frame rate at which the video cameras are gperat
5 this is at least 10 fps but can be much higher, potentially generating manytens or |
f each individual during the time they are in the field of view of the carhera. Suppl
pftware may use various techniques (such as sampling only a subset ofall available
ress this, but this can mean that the opportunity to create the “best”template of a ta

| settings for the face detection software will vary with the application. Time should §
commissioning of the system to determine the optimal balance between speed, ag
vith which faces are being detected in the operational environment.

omparison software uses biometric feature sets créated by combining features extr
Ce images from a single individual captured from different video frames. In this ca
of one person are continuously acquired by the{use of face tracking algorithms (oft
etection algorithms). Face images are then selected based on face quality metrics an
acquisitions (to minimize the risk of face tracking errors) processed and combined i

e comparison software

e detection software, the comparison software also varies in speed and accuracy, an
p different versions which,give preference to one or the other, and/or recomme
and hardware in order(tg-achieve optimal performance. A particular algorithm can
nt searching of large databases where the probe and reference images have been collg¢
fions, but can perform very poorly in a real-time environment where the probe imag
billance cameras ‘and captured in far from optimal conditions. Developers of AFR so
ty of techniques’ in an attempt to overcome problems with poor quality images, f]
faces across:several video frames, or the use of 3D models to generate multiple temp
e. Howeyer; a detailed discussion of algorithm design is beyond the scope of this docu

orithim selection and testing
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A supplier generally quotes figures for the performance of their algorithm, but it is important to bear in
mind that these results can have been obtained under optimal conditions which are very different to the
operational environment now being considered. Independent testing (e.g. such as that regularly conducted
by NIST) can provide more reliable performance data but even this is not necessarily representative of what
will be obtained in practice. It is important that time be allocated for testing during the procurement and
commissioning process to ensure that the system is delivering the anticipated level of performance and that
it has been correctly configured for the specific environment and operational needs. Guidance on specifying
performance metrics can be found in 11.5.

Advice on such testing can be found in ISO/IEC 19795-2.
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7.6.5 Other (non-biometric) software

There may also be supplementary software, not directly related to the biometric recognition function, but

required as part of wider business processes, including:

for information by a member of the public or allegations of inappropriate use of the system;

power failures or system outages.

management information software to monitor and manage the efficiency and effectiveness of the system;

auditing software to record usage of the system and to support investigations, e.g. following a request

business continuity software to ensure continued availability of the system and or data in the event of

» - 1 -
7.7 Computationatr equirenrents

7.7.1 General

The computing power required varies with the use case and the specific scenario. Ih the most
cases, the gystem can consist of multiple high-resolution cameras, all running at high frame rat
with multiple target subjects within the zone of recognition, coupled with an dperational requ
real-time searching against a large watchlist of many thousands or tens of thousands of refere
If the recognition time (see 11.5.2) is to be kept within acceptable limitssignificant computati
can be necpssary, possibly requiring dedicated rooms, fitted with sujtablé cooling systems, tq
hardware. |n other less demanding scenarios, a well specified laptop eanbe sufficient.

Within the types of systems covered in this document, there are ashumber of places where lack
processing|power or capacity can result in computational perférmance bottlenecks:

the communications network required to transmit _the images from the cameras to thg
subsysfem;

the software to detect and extract location infermation on each target subject within {
recognjition of each camera;

the soffware to create templates for searching against the watchlist;

the bio
in the ¥

metric matching software to search and compare the templates of the probe images ag
vatchlist;

theret
tobed

ieval of potential matching images from the database along with any additional data v
splayed to the operator for review.

7.7.2 Corxe biometric‘processes

demanding
bs and each
irement for
hce images.
onal power
house the

bf adequate

b biometric

he zone of

ainst those

rhich needs

ecognition'is broadly done in three phases. First is image processing for detection a
baturesextraction. Third is searching against a watchlist. Regardless of biometric
essing video sequences is larger than in still images, as the amount of data is greater.

Biometric 1
Second is ff
cost of prod
algorithms

d tracking.
dality, the
hile some

calvelect to operate on only select subsets of the video data, there is cost in isolating|the frames

of interest. In general, the computation cost of the image processing tasks scales linearly with:
— the size of the images;

the duration of the video sequence;

the number of people present in the video;
— the duration of their appearance.

Computation time varies greatly between algorithms, scaling linearly with:

— how many (true and false) faces are reported;
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— how many tracks are produced (and whether tracking integrity is lost such that an individ
broken into several parts).

ual track is

In general, the cost of the search is much smaller (depending on the size of the recognition template) but

scales linearly with:
— the number of templates extracted from the video;
— the number of enrolled templates (although sub-linear dependency is also known).

NOTE 1
varied from about 0,4 s to 4 s for the most accurate algorithm, and up to 20 s for competitive alternatives.

NOTE 2  In NIST’s FIVE study,[12] the time taken to process clips of scenes containing up to 7 persons

In NIST’s FIVE study,[12] the time taken to process one second of a 1 920 x 1 080 video containing zero faces

varied from

3 sto 11 s fof the mostaccurate algorithm, and up to 80 s for other accurate suppliers. These figures are |
1920 x 1 08P video.

NOTE 3  In NIST’s FIVE study,[22] most algorithms produced templates whose sizes grew linearlywith
of the input fideo clip. Some algorithms, however, produced templates whose sizes were independent of
of the input.|This can be achieved via best-frame selection, or by integrating information over time.

Given the donsiderable variation in the various algorithm processing times, it\is necessary to
hardware procurement specifications with those of the algorithm. It canbe Tnsufficient to s
limits in a procurement document, as this can have adverse accuracy conséquences.

7.7.3 Redlucing computational expense

There are 3
requirements, including the following.

In-cam|
transm
data fr
Howev
camera
record

era processing of the images can substantially reduce the volume of data which
itted over the network. For example, it can'be possible to detect and extract the f]
bm the video frames and only transmit thébest images to the biometric subsystem fo
br, in many scenarios there will be a requirement to view or record all of the dat
, so this approach can be unacceptable, or can also require a separate video stream fof
ng the original data.

Reduci
reduce
which

hg the frame rate, applying compression or reducing the camera resolution can s
the volume of data to be.tfansmitted over the network. However, in each case some
ran have a negative impact on other aspects of the performance, in particular, accurac

Detect
signifigant computationalresources, especially if the frame rate is high and/or there are mu
subjectls within the frames. Some common techniques are described in Annex A. Possible §
reduce|the computational overheads include only sampling a subset of all available frames, or
detectipn threshold, but the effect of both of these can be that some target subjects are mis

failurelto dete€t rate is increased. See 11.5.2 for more details).

er second of

the duration
the duration

couple the
pecify time

number of techniques which may be employed in an‘effort to reduce the computational power

has to be
hcial image
" searching.
a from the
viewing or

ignificantly
data is lost
y.

ng a human targetsubject moving within the field of view of a video camera in real tifne requires

tiple target
olutions to
raising the
sed (i.e. the

There ¢atfbe an assumption that higher quality images, rich in detail, will produce better

and larger)

templa

es, and that this in turn will lead to better search accuracy. However, the relationship is not that

simple, and the processing power and time taken to create a biometric template from the detected target
subject(s) varies significantly with algorithm and supplier. As templates are proprietary and are closely

coupled with the matching algorithm, selection of the most appropriate one for a given scen
take into account a number of factors, including the speed with which a response is require

ario should
d, accuracy

(given the type and quality of data, both of the probes and those in the watchlist), the size of the watchlist

and the available computing power.

Techniques for minimizing the time taken to display responses to the operator include reducing the

number of candidates returned (either by raising the matching threshold or limiting the length of the
list) and reducing the size and resolution of the images initially displayed (e.g. higher resolution images

are only provided if the operator wishes to take a closer look).
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7.8 Specification for reference image database

7.8.1 General

Other clauses in this document provide guidance on the selection and positioning of VSS cameras to maximize
the likelihood of capturing high quality probe images. However, the quantity and quality of reference images
in the watchlist or database being searched (often referred to as the “gallery”) also plays a very large role in

determinin

g the performance of the system.

7.8.2 Reference database size

If a particular target sub]ect S blometrlc data is not stored in the system then a match" is not possible,

no matter pev

the probab
occurs freg
recognize @
being retur
the bottom

For real-time searching against watchlists, the number of target subjects whose-templates are sf

gallery nor

size may v3
different cg

NOTE I
in the watch
increased fr

As the size
restricting
this data is
accuracy.

7.8.3

Reference

ISO/IEC 19
techniques
levels of acg
VSS applic3
be possible
face being d
of each tar
and humar
sense of be

Ref

lity of the system returnmg false matches w1th comparlson scores above the thres

ently, operators can become disillusioned with the system and as a result can patén
r act on a true match when one does occur. Large galleries can also result in multiple
ned, with the risk that even when a true match is present it can potentially be push
of the list and consequently not recognized as such by the operator.

For non-real-time applications (e.g. post-event investigation-f@llowing an incident),
ry from just a few (e.g. if the aim is to find a small number of specific target subjects ¢
meras or in multiple locations) up to many millions.

1 NIST’s FIVE studyl12] of video surveillance in a transportiterminus, the percentage of tar
list that were not identified (the false negative rate) increased from 21 % to 35 % as the po
bm 4 800 to 48 000 and the threshold was increasedoKeep the number of false positives cor

of the database increases, the use of techniques such as binning or filtering can b

not present or is not reliable, the use ofisuch techniques can reduce, rather than impr

erence image quality

mages stored in the wat¢hlist should be of the highest possible quality. For fad
794-5 provides guidanée jon how to obtain suitable images, and ISO/IEC TR 29794-
that may be used to.assess quality. Modern facial recognition algorithms can delive
uracy when searghing such images against a database of similarly controlled images.
tions the probeimages from the video cameras rarely meet all of these criteria, and
to control thelighting, the positioning of the cameras will typically result in the targ
aptured from slightly above or to one side. When they are available, the storing of mult
et subjéct in the database is recommended to improve the performance of both the
comparison processes. Such images do not necessarily need to all be of high qua
ing fully in accordance with best practices described in ISO/IEC 19794-5) to still be

ses, so does
hold. If this
tially fail to
candidates
ed towards

ored in the

mally needs to be limited to no more than a few thousand if aCceptable performance is to be
maintained.

the gallery
aptured on

get subjects
bulation size
stant.

e helpful in

the search space. However, such techniques rely on metadata associated with the image and if

ove, search

ial images,
b describes
r very high
However, in
while it can
et subject's
iple images
automated
lity (in the
of value in

a biometrically enabled VSS application. Facial images captured under a range of lighting cohditions, at
different pose angles and with different cameras or lenses still generate high comparison scores, especially
where they are comparable to the conditions under which the probe image has been captured.

NOTE1 In one studyl2l of non-real-time video-based investigation, in a sports arena, accuracy from a single
frontal photograph alone was compared with frontal, plus non-frontal quarter-left and quarter-right photographs to
the reference database. Accuracy gains varied by algorithm, resulting in 15 % and 60 % fewer misses at rank 20. More
modest gains were also seen at rank 1.

NOTE 2  In the same study,[22] the inclusion of additional non-frontal reference images in the database proved of

less value in real-time identification, where a high threshold is typically used. Identification misses reduced by around
10 % using the two additional non-frontal enrolments.
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Regardless of the biometric mode that generated the potential match, it is in most cases the corresponding
facial images that are used by the operator in reaching a decision. As explained in Clause 10, this is a difficult
task, especially in a real-time application where a quick decision is required so that appropriate action can be
taken. Images showing the target subject with a variety of appearances (different clothes, with and without
facial hair, glasses or hats, etc.) can all help the operator to arrive at the correct decision. If the images are of
sufficient quality that a template can be created from them, they may be added to the searchable database.
If a template cannot be created from an image, it may be linked (via metadata) to images of the same target
subject from which templates have been created. Making these available to the operator along with probe
image and the image(s) returned with scores above the threshold can improve their performance.

7.8.4 Reference database maintenance

Database s

added. As

outlined in

zes tend to increase over time, as more imagm from more persons of interest ar
7.8.2 this can increase the utility of the system by expanding the population of intej

lead to mor
It is commd
process to

replaci

e false positives. The database growth rate equals the rate of addition minus the-rate
n for images not to be deleted at all. However, the database owner should establish a
furate the contents of the database, by:

deletinjg templates from poor quality photos;

hg with templates from new, improved quality photos;

deletin|

review

8 Multi

There are

enabled VS§

1) overlaf

overlaf
2) non-ov|
in the 7

When the 1
of visual sz
provide a b
environme
within that

templates older than some pre-determined number of years;

deletinjg templates from persons now above some age limit;

ing criteria for risk.

ple camera operation

fwo principal scenarios to consider.regarding the use of multiple cameras in a bi

D

ping — where more than one:camera is covering the same zone (i.e. the zone of

s);

erlapping — where the ‘eameras are covering completely different zones (i.e. there is
one of recognition).

'ype 1 setup shown in Figure 2 cannot be used, an array of cameras mounted aroun
liency and attraction (e.g. around a monitor displaying traveller information in ai
etter charge of capturing a frontal image. Alternatively, cameras can be distributed
ht, but all focused on a particular region in order to ensure that, at any given time, a ta
region.is facing at least one of them.

est but can
of deletion.
systematic

deletinig templates from subjects according to known case dispositions (e.g. death, incarceraftion);

pmetrically

recognition

no overlap

d the point
rports) can
around the
get subject

nera operation is essential for multiple capture zones. This can include “layers” of cax

Multiple ca

neras along

the path a target subject is expected to take to allow for multiple detection opportunities (e.g. as the target
subject walks along a corridor towards the cameras). This is useful if there are issues with frame rate and
dropped frames. It is also useful for tracking a target subject if an alert is triggered, especially if there is
significant detection latency.

Multiple cameras are also necessary for any single capture zone that is too wide for one camera to provide
sufficient resolution of the face for the required performance levels, and to try to compensate for target
subjects that are facing different directions when traversing a particular camera’s field of view or depth of
field. Such target subjects can be deliberately trying to avoid the cameras, or they can simply be unaware of
their presence.
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Cameras with a wide field of view covering a large region may be supplemented by cameras with a narrower
field of view covering a subset of that region, but which, as a result, are able to capture biometric samples at
higher resolutions.

With any multiple camera setup, the AFR’s ability to manage target subject tracking becomes a key issue
to avoid unnecessary additional (both false and positive) alarms once an operator decision has been made.
Target subject tracking may also be exploited to then automatically provide a current location for the target
subject to assist with responses.

Multiple cameras used by AFR systems should not remove the capability provided by manual or automatically
controlled cameras (e.g. PTZs) to assist operators and responders in validating a potential match and to be
able to see the target subject’s current position, clothing, luggage, and any associates.

9 Interfaces to related software

In some scg
control app
cases baseq
databases,

bnarios, the biometrically enabled VSS may communicate with other systems, such gs an access
lication. Real-time communication between the VSS and an access contro] application is in most

on one of two protocols (Wiegand or OSDP), while non-real-time communication (symchronizing
ipdating activity and audit logs) is usually based on IP protocols.

10 Guidance for operator assistance

When an a
operator tg
appropriats
is generally
watchlist.

However, 4
familiar to
[16] jndicat{
with some
individuals

The carefu
overall (end
available, t
against cur

The operat
procedures
a decision.
consensus

subsystem
analysis.

ert is generated by the biometric subsystem, in most cases-there is a requirement f|
assess the alert against a record held in the watchlistvand to make a decision

e action to take. Regardless of the biometric mode that triggered the alert, the operat

r based on a comparison of the target subject's facial image with one or more im:

n operator's ability to do this accurately‘when presented with facial images wh
them is in general very poor, even for those with many years of experience. Recent 1
s that the cognitive ability to performtthis task is distributed unevenly across the
ndividuals (prosopagnosics) having:exceptionally poor competence, while a small py
demonstrate a high level of competence at this task.

selection and appropriate training of operators therefore plays a key role in dete
I-to-end) operational perfofmance of the system. While training courses in facial co

rent practice.

or's workstation._should be configured to enable them to work effectively, using
developed specifically for the purpose and taking account of the time availab
There may also be merit in having more than one individual review the images to

and te-then pass likely matches on to a second (more highly trained) individual for mc

br a human

3n the most

r's decision
iges on the

ch are not
researchl13]
population,
oportion of

mining the
arison are

ull
his is still an area of ongoing research and trainers and examiners should be carefully assessed

¢ tools and
e to make
arrive at a

lecisionyof\to have the operator perform just an initial screening of the output from thle biometric

re detailed

Pictures of

target subjects detected by the systenrim reat time that resultimome or more carmdi

lates above

the comparison threshold, should be presented on the screen next to those image(s) returned by the
biometric comparison process. This way, the operator will have the ability to visually verify the output from
the biometric subsystem and to confirm or reject the recognition. If they are available, it can be helpful to
display multiple images of the same target subject from the watchlist, taken under different conditions and
at different times. Likewise, the ability to view video clips (if available) rather than just still images, can also
be beneficial to the operator.

In many applications, the number of false alerts generated by the system is significantly higher than the
number of correct matches, and the time available to make a decision is very short. There can also be
multiple potential matches returned above the system threshold and processes should be in place to handle
such situations. Where it is available, additional information from the system (and from appropriate decision
support software) can be useful in helping the operator to reach the correct decision.
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As well as taking care when selecting suitable operators, ongoing assessment of operators' performance
is recommended, for example, by holding regular training exercises in an operational environment and
"lessons learned" activities. In scenarios where very few true matches are expected, a mechanism for
injecting “matches” into the workflow can be useful for monitoring and ensuring the vigilance of operators.

11 System design considerations

11.1 General

The following subclauses provide information relevant to the design and implementation of a biometric
system for use with video surveillance cameras.

As is the cdse throughout this document, the assumption is that in most cases this will make yse of facial
recognitior] technology, although the guidance can also be adapted for other modalities.

11.2 Establishing the business requirements

Prior to st3rting any design activities, it is first necessary to understand the business requirgments that
the systemfis intended to address, including how the biometric components fitmzithin the wider pperational
processes.

— Is the pise of biometrics really the most appropriate solution or are‘there other approachles that can
achieve similar results?

— If a bigmetric solution is to be implemented, which mode is mpst suitable and how will it be used (e.g.
real-tithe identification or post-event analysis)?

— How will existing business processes (both internal and‘external) be impacted by the introdyction of the
new sygtem?

— How will the results output by the biometricsubsystem be used in normal operations: will they be
presented to an operator for a quick review oxr will they require more detailed examination?

— What training will the operator require-and what action will subsequently be taken as a result of their
decisions?

— What gre the legal and societalsimplications of introducing a biometric capability in thig particular
ment?

— Is it possible that the system results and operator decisions will eventually need to be prgsented and

11.3 Site survey

Unless working-with data supplied by third parties over which there is little or no control, the first step
when plantjing fet the implementation of a biometric capability for use with video surveillance cgmeras is to
undertake i i i it i i initi nducted by
the customer, but for integration of FR into fixed infrastructure, the site survey should also be undertaken
by the supplier of the biometric software and any other third parties, such as a systems integrator. An
assessment of the numbers of individuals typically present at different times of the day (and night), the
way they move through the environment, the level, quality and variability of the lighting, the location of
existing cameras, opportunities for placing additional cameras, etc. all contribute to an understanding of
the challenges and opportunities that the specific location provides. A site survey can be an opportunity
for the customer to assess the level of knowledge and expertise of potential suppliers, but also for suppliers
to improve their understanding of the user requirements and, if appropriate, to manage user expectations
regarding what is realistically possible with current technology given other constraints that can potentially
apply (e.g. positioning of cameras, lighting, overall cost).
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At a minimum, the site survey should elicit answers to the following points.

Stakeholders:

Who owns, maintains, operates or otherwise has a responsibility for all aspects of the environment
or premises where the system will be deployed?

Are there any dependencies on external systems or stakeholders that may send or receive data, or
that may otherwise be impacted by proposed changes to the existing processes?

Have other interested parties, such as regulators, representatives of civic society and organizations
representing employees, been consulted?

Cameras:

Envirohment:

Lighting:

Wlllat cameras are currently in use [analogue or digital, frame size, frame rate, focaldength, fixed or
mdveable (e.g. PTZ cameras)]?

Arg they suitable for use with the biometric modalities being considered?

Do|they need to be upgraded, replaced or supplemented?

How many individuals are likely to be present within the envirenment covered by the cameras
thfoughout the day, week, and year (including the minimum,mean, and maximum)?

What are the most common routes (including direction oftravel) that individuals take ds they pass
thrrough?

How long do they typically spend in clear view of.edch of the cameras?

Arg there any existing choke points that are alse particularly well suited to facilitate th¢ capture of
gopd quality biometric data?

Is there an opportunity to introduce choke points or otherwise modify the flow of individuals?

Arg there any attractors or distractions that can affect the target subjects' behaviour (fpr better or
wdarse)?

Is it possible to introduce attractors at strategic locations within the environment?

Is lighting primatily artificial (i.e. controlled) or natural (i.e. uncontrolled and lik¢ly to vary
thjoughout the.day and with the weather)?

What type'oflighting is used and how bright is it?

Is the’lighting level consistent or are there particularly bright or dark areas that can cast shadows?

Is there an opportunity to introduce additional lighting?

Network infrastructure:

Which type of communications network is currently installed for the cameras?

Which standards are currently in use (e.g. video codecs, other data formats, interfaces to external
systems)?

Does the network have sufficient capacity and speed? Will it need to be upgraded?
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11.4 Size and content of the watchlist

Subclause 7.8 provides guidance on the selection of images for the watchlist, and how its size impacts
performance. In designing the system, it is important to be clear about what the watchlist will contain and
how the data in it will be used by the biometric sub-system. Example questions for consideration are as

follows.

images

extracted from CCTV footage or similar uncontrolled environments, or a mixture?

Will there be multiple images or templates per target subject? How will these be linked?

Where will the images in the database come from and what is the overall quality and quality distribution?

If they are facial images, are they passport-style photographs, in accordance with ISO/IEC 19794-5, facial

Which
how w
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Isthersg
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the dat

How m|

Where
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guality criteria will be applied when determining if an image is of sufficient quality te,l
11 the optimal enrolment threshold be determined?

hetadata is available and how will it be stored and used by the system?

arequirementto be able to filter searches orlogically partition (bin) the data based on
gender, age, ethnicity or other parameters?

requirements and processes are there for creating, reading, updating and deleting re
abase?

any templates will be stored in the database?

will the database be physically located?
Drmance requirements

heral

performance” in biometric systems iswoften used to refer solely to “accuracy”, but this
ctors that contribute to determinifyg how well an operational biometric system is
ystem architecture), each of the components shown has an impact on the overall p

Hetection and comparison algorithms, the quality and number of images in the watc
Ch the operator interact§ with the system and is able to make a correct decision when|
turned. When setting performance requirements, it is therefore important to consid
prmance of the whole'system, and not any one component in isolation.

ent to thosésused for post-event searching, where the priority is typically to maxir
d, in particular, to minimize the number of false non-matches (even though this c3
h higher.false match rate).

be enrolled;

barameters
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m, i.e. the environment, the quality of the video cameras, the network bandwidth, the accuracy
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a potential
er the end-
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11.5.2 Ke}

y métrics of performance

Performance requirements for the end-to-end service should be identified as a part of the user requirements
capture process. These then need to be translated into measurable system metrics. In most applications,
the end-to-end service also includes one or more operators whose role is to review and confirm or reject
potential matches returned by the biometric subsystem. This human element can have a significant impact
on the overall performance of the system but is often excluded from system performance metrics due to the
difficulty in measuring it. See Clause 10 for further information on the role of the operator.

Key performance metrics include the following.

Failure to detectrate: the proportion of individuals whose faces appear in the field of view of one or more
cameras, but which are not detected or accepted for subsequent processing and comparison.
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Failure to acquire rate: the proportion of individuals whose faces appear in the field of view of one or
more cameras, but which fail to result in the creation of a probe or reference template for subsequent
facial comparison.

True recognition rate: the proportion of individuals whose faces appear in the field of view of one or
more cameras, and that are also in the watchlist, and which are detected and matched correctly. In
some scenarios it can be difficult to determine this figure as it is not always possible to establish the
correctness of an alert.

False alert rate: the proportion of individuals whose faces are detected but which result in a false match
to adifferentindividual in the watchlist. In some scenarios the number of false alerts can be substantially
larger than the number of true recognitions and this is a key factor in determining the workload on the

operator.

confirn
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However, it i
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Some biom
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classified as normal presentations.

Recogilition time: the average time from when a face appears in the field of view of the camerg
the facjal recognition system declares a potential match. In most applications, the actudl
recognjition time is longer as it will also include additional time taken for the operater to

n the match.

he definitions in this subclause refer to the faces of individuals appearing in the field of view
s also possible to use the appearance of the face within the zone of recognition as the relevan

D performance metrics

btric systems include additional PAD software to detect presentation attacks or other
system. The use of such software is likely to have an impact on the overall performa
esult of incorrectly classifying a legitimate presentation as a subversive one and
it can be necessary to specify performance metrics for the system both with and w
inning, and/or to specify performance metrics(for the PAD subsystem. Examples

presentation classification error rate (ARCER): the proportion of presentation attacks

1(s) to when
bperational
review and

of cameras.
L criterion.

httempts to
nce metrics
vice versa).
ithout PAD
include the

incorrectly

— Norma| presentation classification error”rate (NPCER): the proportion of normal presentations
incorrdctly classified as presentation attacks.

— Attack|presentation non-responsé_rate (APNRR): the proportion of presentation attacks i which the
PAD subsystem correctly fails tojrespond.

— Norma| presentation non<response rate (NPNRR): the proportion of normal presentations ih which the
PAD subsystem incorrectly fails to respond.

Further information relating to the performance and evaluation of PAD subsystems can He found in

ISO/IEC 30107 (all paxts).

11.6 Ima

e data and metadata considerations

Both video cameras and digital still cameras are used for video enrolment and video surveillance. Image
orientation is typically not a problem for VSS. Both JPEG and MPEG-4 Part 14 format definitions include
metadata for camera parameters and camera orientation. JPEG uses EXchangeable Image File (EXIF)
format as metadata and MPEG-4 Part 14 uses Extensible Metadata Platform as the metadata format. It is
recommended to use these two formats for video and still image surveillance.
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Annex A
(informative)

Related (non-biometric) video analytic techniques and applications

A.1 General

Automated tracking of subjects within and between cameras can play an important role in VSS but is not

initselfab
surveillanc
temporaril

Such applid
also includgé

Video anal)
perform lo
video to au
detected c4

While man
recognize |
for the suh
techniques

A.2 Real

Most alert
alerts, such
alerts, only
be issued a
of a human)

behaviour model entered in the system (e.g. an individual trying to open more than one carina]

constitute |

A.3 Videg

ometric capability or use case. Similarly, estimation of crowd densities through the
e requires the system to be able to differentiate between individuals, possibly.by/1
I storing facial images/templates.

ations are not the primary focus of this document, but because a biometrically enabl
e this type of functionality, an overview of them is provided in this annex for complete

'tics consists of computer-assisted reproduction of the analysis_that a human oper
pking at the video footage from the surveillance cameras. The_analytics softwaré
fomatically detect people and events of interest for security puirposes. Only once thej
n the individuals be identified, monitored and located.

y video analytics techniques are not directly applicableito biometrics applications, t}
uman beings in a video stream (and in most cases{o locate and extract faces) is a pj
sequent biometric matching process. Hence, this ahnex provides background info
commonly used to detect, classify and extract.information from video.

-time alerts

conditions are defined by the intelJigent video surveillance system user. They can
as detecting an object or an item“in the scene moving over a set speed limit. To ty
the properties of the object miovements are analysed by the system. More specific

fter the objects or their moyvément have been classified (e.g. discrimination between
or an animal in an outside-area). Related alerts based on conformity or non-confor

bre-defined alerts.

o search for-investigative purposes

Analytics p

person, thejir sizesappearance, trajectory or type, as well as their model of activity. Stored as me
information makes it possible to conduct spatiotemporal searches such as “find all footage wi
dressed in red*passing in front of a certain building between two given dates”.

ocessingmakes it possible to index video content based on characteristics such as th
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Video searches for investigations are executed both at the pixel and object level to achieve the scale.

They are grouped according to the following tasks:

— detecti
monito
classifi

classifi

on of changes;

segmentation of moving humans;

ring of humans;
cation and identification of humans;

cation of activities and behaviours.
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A.4 Detection and segmentation

Detecting changes in video footage does not specifically target the movement of humans, but can highlight
an image modulation. In order to segment moving humans, it is necessary to be able to discriminate between
those fluctuations in pixel values corresponding to consistent movements and those fluctuations caused by
environmental changes.

EXAMPLE The system is intended to detect an activity in a scene under surveillance, in particular the movement
of objects. It can also reveal the appearance or disappearance of an object (e.g. abandoned or stolen object). It is
also used to automatically report accidental or intentional alterations in a camera: obstructions (dust, spider webs,

moisture, paint and stickers), re-orientation and blur.

Several movement segmentation techniques have been proposed.

Subtra

Afirst
the bad
a differ
sensiti
a scene

continyally adapt the background model to intrinsic changes in the environment. Subtra

backgr
are cof]

Time-b

Ction of the background:

rategory of techniques consists of comparing each frame in a sequence to a reference ir
kground, which represents the undisturbed scene. The areas of change are formied of|
ence in intensity that is above a threshold. Pixel-by-pixel subtraction betweén two im
Fe to the slightest environmental change, such as changes in lighting and thovements
(e.g. the foliage of a tree blowing in the wind). In order to offset this-problem, certain

pund is a method that is particularly suited to indoor environmments, where lighting
trolled and where there is little activity (e.g. monitoring a hallway).

ased difference:

A seco

d class of methods for detecting change is based on{a time difference between a few

nage, called
pixels with
hges is very
inherent to
techniques
rtion of the

conditions

ronsecutive

frames| These frames adapt to variations in the time ofthe environment. On the other hand, they tend

to be

ersensitive to certain variations related to the{movement of objects in the scene, ¢

specially if

they mpve slowly. They often produce holes in the objects detected. These techniques therefpre require

smoothjing treatment, with morphological operators and filtering of holes and shapes that ar
In ordqr to retain only significant movements.diid eliminate occasional movements, certain

draw

Metho
the mo
in real

A.5 Trag

Many tracK
position in

Tracking s¢
detected in

Optical flow:

a map of the regions with a high level of activity, based on a movement pattern.

s that analyse optical flow help to detect consistent directions of pixel change asso
vement of objects in the scene. However, they require complex calculations that are di
time. Optical flow is also-sensitive to image noise.

king

ing techniques are based on mathematical methods that make it possible to predic
b frame (based on their movement in the previous frames.

veralindividuals at the same time poses many challenges, including associating e
aframe with the corresponding person in the subsequent frame. This matching is do

e too small.
techniques

ciated with
fficult to do

[ a person’s

ach person
he based on

the individuals’ outlines, their characteristics (e.g. corners, area, ratios, etc.), or their model of appearance.

NOTE

Occlusions (regions hidden by objects or other individuals) represent a major difficulty for tracking

humans. A VSS can lose track of a target subject if they are totally or partially obstructed over a certain period of time.
It can also be difficult to separate two individuals when they are very close or when one obscures the other.
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A.6 C(lassification and identification of objects

Objects detected by a VSS are usually classified into different categories: human, vehicle, animal, etc. This
classification may be done prior to tracking in order to retain only the trajectories of objects that are relevant
for surveillance purposes.

EXAMPLE

the nature o

A human is usually presented as a form that is taller than it is wide, whereas an automobile would be
wider than it is tall. Human gait has specific features, in particular a certain periodicity. Therefore, systems recognize

fan entity detected based on its shape attributes and movement properties in general.

Object identification pushes recognition further, wherein in addition to determining the class to which an
object belongs, an identifier is also assigned. With surveillance and, in particular, for access control or when
searching for a suspect, the goal is to recognize a specific individual or decipher a particular vehicle licence

plate.
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hany environmental factors which impact the system’s ability to correctly analyse|an
adlight brightness, dirty or damaged licence plate. In order to read a car licen¢e plat
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. A licence plate filmed at an angle distorts the characters in the image and comj
process. In order to maximize the system’s efficiency, plate recognitjon.is most often
hlized systems that concentrate on camera positioning and lightingquality.
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ind interpreting behaviours means recognizing movement patterns and extracting
level, a description of the actions and interactions., AS)is the case with all classific
of characteristics observed has to be associated with a model sequence representi
The problem therefore consists of modelling typical behaviours, by learning or by def
mparison method that tolerates slight variations:

Hidden Markov models (HMM), neural networks and Bayesian networks are among th|
on statistical discrepancy with the inferr’ed model of the scene. Predefined event detection 1

are based on a system of rules, such(@s triggering an alarm if an object bigger than a thr
ionary for a certain period of time in-a given region.

portant to understand a crowd’s movements for security purposes.

The crowd’s trajectory and flow are analysed. When modelling the crowd and its behavi

and HMM aréwused to model movements. Some models combine microscopic (individual) and
ysis.
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Annex B
(informative)

Societal considerations and governance processes

This annex provides specific additional guidance and best practice advice based upon initial pilots of
systems and lessons learned from other deployments of biometric technologies.

General advice in respect of non-technology issues in the use of biometrics for surveillance can be found in

ISO/IEC 24
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hning a system, and should cover legal issues (for example, addressing petisonal data
safety, and evidential use in courts of law), security considerations (ingcluding alerts

e design and deployment of a legally permitted service is paramount, other issues

dystems. As described in“this document, a biometric surveillance system is comple

14.

ations intending to deploy such a system, best practice is to employ a systematic z
all relevant issues are addressed in a timely fashion. These should be defined'in a p

usability aspects, frequency and details of testing, etc.

ce structure which brings together stakeholders and is put jn\place at an early s

munity can be captured through the creation of am ethics committee at arm’s lengf
authority and other governance bodies for th€ project. Such a committee can w
y determined ethical framework, that can be{modelled on the principles which
in other technology areas. Alternatively, it can'potentially use the insights of resea
se in the Framework research programmes,of the European Union, for example: RISE,[]
all%l and PRESCIENT.[20] By taking a Wider perspective than just the protection
Fivacy, an ethics committee can consiilt groups who are not usually represented (f

plized, transient visitors to the are@under surveillance, and those who are disabled]),
whether “jyst because it is not forbidden, it should be necessarily permitted”.

principle which is often not considered is equal access to expertise about the o

pproach to
olicy at the
protection,
Fo attempts

tage in the

ocess can assist in the development of a system that gains ac¢eeptance across the community it
e.

of concern
h from the
ork within
have been
ch projects
17] HIDE,[Q]
bf personal
br example,
enquiring

peration of

nships between components, interfaces and methods of assessing its performance k

x, with the
jown to the

operating quthority, but understood in depth only by those responsible for systems integration. [n contrast,

banned fromente ting shops,
the deployed system can be accepted by the local communlty as a standalone service. However by later
connecting it as part of a network of systems across a city, thereby reducing monitoring costs and using it
for general law enforcement purposes, the initial justification to the community can potentially no longer be
viewed as proportionate or acceptable.

Assumptions about the way biometric surveillance systems operate can lead to misunderstandings and
sometimes to adverse consequences for individuals or for the effective operation of the system. For example,
the non-uniform distribution of false alerts amongst the population (the “biometric zoo” effect) can result in
certain individuals being repeatedly misidentified as persons on a watchlist, and others being particularly
difficult to identify. In poorly designed systems, it can be relatively easy for target subjects to evade
recognition through the use of simple measures (e.g. by looking away from the cameras), and for others to
be highlighted on suspicion of trying to take advantage of such measures. In either case, it will compromise
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the effectiveness of the system. Repeated stories in the media of such misidentifications can lead to a loss of
trust in the technology.

During the design, deployment and testing of systems, there is a need for system operators to consider
the collection and use of metadata, the management of watchlists and the possible evidential use of the
identification of individuals in courts.

Metadata associated with the sensors and cameras, possible matches using the comparison software, the
human operator resolution of alerts, etc., can either be discarded or retained for subsequent use in monitoring
the health of the system, for research into improved performance, or to support evidential use in courts.
The exploitation of metadata, whether for routine use or to allow access under exceptional circumstances,
requires careful analysis to ensure that excessive personal data is not retained, that data quality issues are
addressed, and that search and use are facilitated. For countries with privacy and personal data protection
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Annex C
(informative)

Case study: The use of AFR with VSS for traveller triaging at the

border

C.1 General
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border control officer reach a decision regarding the @ppropriate course of acti

hdditional processing.

e positioned such that it is possible to obtain high’/quality video footage of the targ
hey are standing at the primary inspection desk and this is then used to search the w

ric subsystem is configured with two comparison thresholds and the AFR search w

P responses.

1 “flag” from the system means thdtno potential match scoring above the lower thy
found in the watchlist and, at least with regards to this aspect of the border check, there is n

to seco|
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the lower and upper thresholds was returned. This is sometimes referred to as a "low o
confid¢nce" match. Thi§ information is used to prompt the officer to ask additional quest

e target subject for additional'secondary screening. The officer may still decide to ref]

dary inspection for other reasons, not related to the AFR result.

“flag” from the AFR System means that a potential match with a score somewhe

travellgr within the terms of the SOPs (i.e. without consideration of AFR results).

— Avred “flag” front.the AFR system means that a potential match scoring above the upper thy
returned (a "high confidence"” match) and this results in immediate referral to secondary ins

C.2 Subjects

ible length,
risk is high.

d standard
get subject
within the
for concern

bn for each
that are to

et subject’s
atchlist.

ill result in

eshold was
0 reason to
er someone

re between
r moderate
ions to the

eshold was
pection.

In this particular example, the subjects are all travellers (without exception) passing though the checkpoint/
document control.

C.3 Target subjects

The target subjects are those individuals whose biometric data is held in the watchlist(s) maintained by the
border control operators.
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C.4 Role of the biometric subsystem

The role of the AFR is to provide a quick indication to the officers at the primary inspection point if a traveller
looks similar to someone on the watchlist, without requiring the officer to spend additional time to further
manually examine their resemblance.

The phrase “looks similar” as opposed to “match” is very important as a lexicon for border officers. Similarity
does not imply any negative connotation and should never result in inconvenience to travellers based solely
on the fact that they resemble someone else.

C.5 Operator role

rdar off Fhiog o thhn et oy T oot L_T

The operat
shown the
generally t1

Their role here is to ask additional questions if prompted to do so as a result of the AFR 'systen

a yellow fl3
subject is a
automatic g

C.6 Perf|

In order to
be minimiz

In this part
value used
for secondq
resultin m

The selecti
and queue
the watchli
and a corre
with all of 1
by the bord

wam o Ao anla o b o b L
I 111 CITTIO bAOlllll.}lb 10 LIV UU II

current list of “wanted” individuals (as part of normal shift handover procedure]
ained to be a face expert.

TUOUCT O

1g. The officer will then send individuals either to the exit if they are satisfied tha
bona-fide traveller, or to secondary inspection if they still have concerns. A red flag
eferral to secondary inspection.

ormance objectives

keep queue lengths to a minimum, the number of falseqeféerrals to secondary insped
ed, with the vast majority of travellers being processed at the primary inspection poi

icular example, the “red alert” flag has been setrso.that the false alert rate is no high

ry inspection, regardless of the result of the\AFR system. The use of the AFR system
bre than an equivalent number being referfed to secondary inspection.

bn of such parameters clearly requires a risk balanced trade-off between security, ¢
ength. Choosing lower matching thitesholds on the AFR system can result in more ti

sponding increase in the number of legitimate travellers being referred to secondary
he associated inconvenienceand delays, as well as the additional processing overhea
er control authority.

e officer is
but is not

W returning
- the target
triggers an

tion should
nt.

er than the

for random referrals (e.g. <0,2 %). In other waxds, 1 in every 500 travellers is randonly selected

should not

onvenience
avellers on

Kt being identified but also resultsin a much larger number of yellow and red flags being returned

inspection,
ds incurred

© ISO/IEC 2024 - All rights reserved

34


https://iecnorm.com/api/?name=4ea7a3b5443b1431634eb73eacc0924a

ISO/IEC 30137-1:2024(en)

Annex D
(informative)

Video acquisition measurements

D.1 General
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rements described in this annex are suitable for installation adjustment,~calilj
fe purposes, for maintaining high image fidelity. Adjustment can then be madé¢ to'set
ation so that images taken are conformant with the relevant specifications.

camera performance measurements described here have been designed to be pdg
ost with moderately skilled operators. The tests do not require expgnsive or highly
They generally involve photographing standard targets under controlled lighting con
ing the resulting video frame images on a computer.
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sensor
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The original video stream from the camera sensor is processed for output and encoded for transmission,
often inside the camera body. After storage, a decoding step follows before the video is displayed or sent for

processing

by the biometric recognition software.

The H.264 [21] and MPEG-2[22] standards define different video encoding (video compression) formats and
transmission schemes. For this reason, the video transmission path can look different to the one shown in

Figure D.1.

Access points (B) and (E) shown in Figure D.1 should be used for measurements.
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In VSS applications, the probe images coming from the video cameras rarely meet all of the criteria set
for the reference images. However, by controlling the image quality factors where possible, probe image
quality is optimized. Image quality factors are affected by the video camera sensor and lens. These quality
factors include resolution, noise (total, fixed pattern and dynamic), dynamic range, exposure uniformity
(vignetting), and colour quality. Lens distortion deforms the image and can be observed as straight lines in
the test target being rendered as curved lines in the image from the camera. Lens distortion correction post-
processing is possible but lowers the resolution of the image.

D.1.2 Resolution

Resolution is one of the most important image quality factors. Resolution is a single frequency parameter
that indicates whether the output signal contains a minimum level of detail information for visual detection.
In other words, resolution is the highest spatial frequency that a video camera can usefully capture under
cited condifions. The term "resolution” is often incorrectly interpreted as the number of addresgable photo
elements (the number of pixels in the sensor). Qualitatively, resolution is the ability of a caniera [to optically
capture fingly spaced detail. Noise, low dynamic range, strong vignetting and poor colourfquality impair the
ability of pattern recognition software to resolve the details in an image. Lighting condition improvements
are vital inresolving problems related to these factors.

X

\
T

0,2

/)

Figuinje D.2 — Variable frequency sine:wave chart showing the SFR measurement prirnciple

SFR is a multi-valued metric that méasures contrast loss as a function of spatial frequency} Generally,
contrast dgcreases as a function of spatial frequency to a level where detail is no longer visually resolved.
This limiting frequency value is_the resolution of the camera (see Figure D.2). Contrast values are marked
showing the 50 % (0,5) and 20:% (0,2) levels.

The traditipnal methodof-measuring sharpness uses a resolution test chart. The measuremg¢nt process
starts with|taking a video and capturing a still image frame of a resolution test chart containing bar patterns
(see Figure|D.3). Next, the captured image is examined to determine the finest bar pattern that is|discernible
as black-and-whites(B&W) lines. Finally, measurements of the horizontal and vertical resolution are made
by using bars orientated in the vertical and horizontal directions, respectively. This procedufe presents
problems bcause it is manual and results strongly depend on the observer’s perception.
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Figure D.3 — USAF 1951 resolution test chart
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measure t

e, it delivers resolution results that correlate poorly with pereeived sharpness,

MTF of the video camera system.

[SO 12233 dlescribes a powerful technique for measuring MTF froma simple, slanted-edge target
is present ip the ISO 12233 resolution test chart. If video frameés are captured from compressed
then the MTF measurement shows the resolution of a compréssed image and not the original can

NOTE
system, or
measureme
response of
extended th

mponents of that system. The SFR, analogous'to the MTF of an optical imaging system, is
ts for the analysis of spatial resolution defined'in ISO 12233 and provides a complete profile
digital still-picture cameras. In other words, MTF is the name given by optical engineers SH
e MTF response, the sharper the image;,

D.2 Measurements

D.2.1 Exposure metering

Standard lighting intensity ASLI) is approximately 200 lux to 500 lux (a lux is equal to one
square mefler) with 10 % uniformity over the test target area. It is recommended to have a h
light intengity on the subject in order to compensate for the ambient light. It is particularly in
ensure goof environmental conditions because poor conditions usually result in the creation of
biometric rieferencés, which lead to poor performance through increased biometric recognition
Strong uncgntrolled ambient lighting in the vicinity of the subject or camera should be assessed tq
if it will deliver the level of security required while minimizing possible interference to the reco
subject as dresult of excessive or uneven illumination

TF is the scientific means of evaluating the fundamental spatial resolution performance of

dince H.264
t 10)[21] or similar video compressions degrade video quality~Therefore, it is recompmended to

image that
video files,
hera image.
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R. The more
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low-quality
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ding of the

Exposure measurements can be performed by taking a picture with the video camera of a grey background

or grey target and measuring the resulting pixel RGB values with an image processing applicatio

D.2.2 Standard test chart setup

D.2.2.1 Overview
The standard test charts shown in this annex can be used to measure resolution, noise, dyn

(indirect method) and colour accuracy (and white balance). Resolution is usually well above r
limits when digital cameras are in use and lights are set properly. Resolution measureme
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