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Foreword

ISO (the

International Organization for Standardization) and

IEC (the International

Electrotechnical

Commission) form the specialized system for worldwide standardization. National bodies that are members of
ISO or IEC participate in the development of International Standards through technical committees
established by the respective organization to deal with particular fields of technical activity. ISO and IEC
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Introduction

MPEG, ISO/IEC JTC 1/SC 29/WG 11, has produced many important standards (MPEG-1, MPEG-2, MPEG-4,
MPEG-7, and MPEG-21). MPEG feels that it is important to standardize an application programming interface
(API) for Multimedia Middleware (M3W) that complies with the requirements found in the annex to the
Multimedia Middleware (M3W) Requirements Document Version 2.0 (ISO/IEC JTC 1/SC 29/WG 11 N 6981).

The dgbjectives of Multimedia middleware (M3W) are to allow applications to execute multimedia functions with
a minimum knowledge of the middleware and to allow applications to trigger updates to-the middleware to
extend the middleware API. The first goal can be achieved by standardizing the API that the-middleware offers.

the ng¢eded standard APlIs to those that provide middleware management. Consequently, applic
these|standard management APIs to generate the multimedia system they require.

The
enables robust and reliable operation. These types of product are heavily resource constraine
presspre on silicon cost and power consumption. In order to be able’to compete with dedic
solutipns, the available resources will have to be used very cost:effectively, while enabling ro
meeting stringent timing requirements imposed by high-quality,"elements such as digital aug
procegsing.

im of M3W is to define a component-based middleware layer in high-volume embedded a

High-yolume embedded appliances are considered business-critical devices. Their failure can h
econgmic implications for the producing company.\Hence, they have stringent and dema
requirements. Unfortunately, in the software industry ‘'misbehaving products are commonplace.
is nof the case with consumer electronics, home appliances and mobile devices. Users are a
robust and well-behaved devices.

In consumer electronics, there are demanding quality requirements and a need to use the availe
resources cost-effectively. The term<*Application” is used to refer to the software entity th
provides certain functionality to an-end-user; the Application may include Service Instances that
it. In prder to ensure that an Application provides the correct service, it needs to be assigned
resoufces it requires. This can be achieved by assigning it the “worst case” resources required. |
many| applications, the worst-case resource usage is much less than the mean case. If th
ch is followed, hardware resources will be wasted. On the other hand, problems ma
running applications require more resources than can be made available. If the platform followg

1

cond goal is much more challenging, as it requires mechanisms to manage the middleware API and to
that this functions according to application needs. The second goal can support the firs{, by reducing

ions can use

pliances that
, with a high
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nding quality
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policyl for the assignment, the behaviour of the system will be unpredictable, especially for applications that

must provide results according to some specified time constraints.

The doal of Resource Management is to assign budgets or resource reserves to Applications. T|
are duaranteed, so that they are available in any situation. This approach helps to enh

hese budgets
ance system

robustness because an Application is unable to affect the resource reserves of others

In order to benefit from Resource Management, Applications participating in Resource Management should be
resource-aware (RA). This means that they are aware of the resources they need during their execution and
should adapt their behaviour to the resources which are made available. This ensures that applications can
function correctly without exhausting all of the system resources that have been allocated to them.

Quality-Aware (QA) Applications are RA applications that are aware of the quality of service that they deliver.
Typically, they are capable of providing different quality levels. They are characterized by the quality they
provide and the resources needed for this purpose. Usually the higher the quality level, the higher the
resource needs. This type of Application is able to dynamically change the provided quality level, depending
on the assigned budgets.
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Often, QA and RA applications are real-time applications. The assigned budgets allow them to provide a
suitable output within some time interval. A hard real-time application can be viewed as QA with only two
quality levels: maximum quality or nothing. The Resource Management framework can also deal with Non
Resource-Aware Applications (NRA) in the sense that they are assigned a fixed budget all together.

The relation between the Resource Management framework and QA applications is based on a contract
model. The system provides resources and the Applications commit to generate the required results (outputs)
with a specific and stable quality. Budget assignment must be obtainable, which means that it should not be
possible to assign more resources than those actually available. Contracts are negotiated with the
Applications with the goal of maximizing overall system quality, as perceived by the user. In this process, the
“importance” of the Applications is a primary parameter for this operation.

Power is corlsidered to be one of the most important resources to be managed in the next genefatjon of
consumer elgctronics. Its importance is clear for mobile devices, where the goal is to maximize battery life. In
stationary depices, it is also relevant for environmental conditions, fan-less operation and tofincreage the
lifetime of the silicon devices. In addition, power management is related to heat contrgk ‘so that the
temperature o¢f different parts of the device can be maintained within a certain threshold.

The basic goals in M3W with respect to power management are as follows.
— Reduce power consumption.
— Increase|battery life, for mobile devices.

— Ensure g system-wide limit for heating: If it is detected that the temperature of the device it is too High, it
may be required to reduce it.

— Take adyantage of power-aware hardware and M3W compenents.

— Ensure that the system and relevant Applications are.@lways executed, in spite of the power saving jpolicy
selected

Power management is very much related to resource management. A number of techniques for reducing
power consufnption are based on moving hardware components to less power-consuming modes of opgration,
which implieq reducing/modifying the available resources (CPU capacity, memory size, bandwidth, etc.). This
is the case, for example, with CPU voltage’and frequency scaling, which can reduce power consumption and
consequentidlly, CPU computational power. For this reason, it is desirable to integrate power managgment
with quality apd resource management.

The Resource Management Framework is in charge of achieving the functionality that has been sketched in
this introductory clause. Its functions and architecture are defined in this part of ISO/IEC 23004.

Vi © ISO/IEC 2007 — All rights reserved
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Information technology — Multimedia Middleware —

Part 4:
Resource and quality management

1 Scope
This [part of ISO/IEC 23004 defines the Resource and Quality Management{framework df the MPEG
Multimedia Middleware (M3W) technology.

2 (Qrganization of this document

This part of ISO/IEC 23004 has the following high level structure:
— (Qlause 1 defines the scope of this part of ISO/IEC 23004«

lause 3 gives an overview of documents thatiare indispensable for the application of this part of
BO/IEC 23004.

)

— (Qlause 4 gives the terms and definitions used in this part of ISO/IEC 23004.
— (Qlause 5 provides an overview of and\introduction to the Resource and Power Management|Framework.

— (lause 6 contains a detailed specification of the interfaces of the Resource and Power |Management
Hramework that are part of the M3W API.

— (lause 7 gives an overview of the realization of the Resource and Power Management Franmework.
This part of ISO/IEC 23004 has the following annexes:

Annex A, Dynaniic\view of the Resource and Power Management Framework, describes th¢ interactions
betwgen the different entities of the Resource and Power Management Framework.

Annex B;,€PU chief details: The Resource and Power Management Framework distinguishes|four different
roles thatvare together responsible for Resource and Power Management:

1) resource chief;

2) resource manager;
3) quality chief;

4) quality manager.

The CPU chief is discussed in this annex. The CPU chief is a specialization of a resource chief. This is
the chief responsible for monitoring and enforcing the CPU budgets.

© ISO/IEC 2007 — All rights reserved 1
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Annex C, Approach to power management: Power is a resource as well. This annex discusses managing this
specific resource.

Annex D, Composition of quality information example: Often we need to manage the Resource Consumption
and delivered Quality of a composition of entities instead of a single atomic entity. This annex discusses how
to compose the Quality and Resource information in such cases.

3 Normative references

The following referenced documents are indispensable for the application of this document. For dated

references, gty theeditiom ctited—appties. For_undated Teferences, the tatest—editiomof the—Tefergnced

document (ingluding any amendments) applies.

ISO/IEC 23004-1, Information technology — Multimedia Middleware — Part 1: Architecture

4 Terms |and definitions

For the purpgses of this document, the terms and definitions given in ISO/IEC 23004<1 apply.

5 Overview of interface suites

5.1 Introdpction

This is an in bment

framework.

ormative clause that gives an overview of the ‘APl specification of the resource manag

5.2 Resoyrce management

The optional
system reso
Resource Ma
management
— Resourc
need. Fg
a givenr|

Resourc
monitorin
and to p
resource

M3W Resource Management Framework provides timely, guaranteed and protected acc
irces. These functions allow, Applications to specify their resource demands, leavin
nagement Framework to satisfy those demands using multimedia platform specific reg
schemes. In this situation; two models (or views) can be defined:

e specification modelsi™Applications and Services must specify the budget or resource shar
r this purpose, the€ runtime provides a certain model and an associated interface. If it is fez
bsource share can be committed to these entities.

)

L

g resoufce usage. In this way, it is possible for the runtime to guarantee the committed bu
rovide ‘useful information to applications so that they can adapt their behaviour to their ¢
shiares / budgets.

pSs to
g the
ource

b they
sible,

managefment models: The runtime must provide a means for accounting, enforcing and

dgets
urrent

These two models are somewhat independent. For a given specification model, a number of management
models can be implemented to satisfy it, and vice versa.

The resource specification model is based on assigning resource shares or budgets to the Applications. As an

example, the

specification model for handling memory and CPU is now described:

Memory: The corresponding entities should make a claim for a certain amount of memory. The manager

should respond whether the grant can be approved or not. Ideally, these entities should request all the
memory they will need for their entire execution lifetime. If they dynamically claim memory, it could be that
in the middle of its execution there is no additional free memory, and the program is then unable to
continue with its execution. On the other hand, it may be difficult for an application to know in advance the
exact memory needed, and it may ask for much more than it really needs. In any case, memory feasibility

tests are

very simple and can be made frequently, with little overhead.
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CPU: The specifying model is based on requesting a certain CPU share (percentage) for a given period
of time. This budget is refilled periodically. CPU budgets can either be allocated to a thread or to a group
of threads (also named a cluster). For example, a thread may be allowed to use the CPU for 1ms every
10ms (budget is 1 ms and the refill period is 10ms). In the context of this specification, a thread is the unit
of concurrency.

Resource shares are assigned by the Resource Management framework and shall be enforced during system
operation. For this purpose, it is necessary to account for resource usage and take some action if a budget
user tries to use more resources than budgeted. If an Application requests more resources, it should be
checked whether this is possible, given the current system situation. If there are available resources, the
request may be satisfied. Otherwise, it should be denied or a new system assignment should be made.

QA A

needs.

taken
multin
estim
future
case

An Af
it can
qualit
requir
assod
selec

In a |
dealin

R

N
A

them a certain budget, which shall be guaranteed, for the execution (until a re-negotiation).

pplications and Services have static information on their quality levels and their associd
In the case of the CPU, the required budget is an estimation that is e.g. calculated-by n
when running the program with a meaningful set of input streams and data. In‘some
nedia, the real resource needs depend on the type of data, so it is difficult<to pro
htions. Applications may dynamically adapt and update their required budget estimatio
negotiations. The same considerations can be made with respect to meniory, although ty
he required memory is subject to less variation, and estimations can be made more accura

plication or Service may provide the required quality level with différent sets of resources.
use a lot of CPU and little memory or only a little CPU but with,plenty of memory to del
y level. In the context of the Resource Management Framewark-the set of resources that 3
es for a certain quality level is called a configuration. A quality level can have several

iated. The Resource Management framework is in chardge of deciding which configu
ed, depending on the needs of the applications and the@available resources in the system.

I3W system, Resource Aware and Non-Resourgce "Aware applications can co-exist. The
g with this situation is to divide the system reseurces into two partitions:

LA: This partition is composed by all Resource Aware Applications and Services. The QM

RA: This partition includes the rest of resources and it is used for the execution of the N
ware Applications and Services.

ted resource
easurements
jomains, e.g.
ide accurate
hs for use in
pically in this
ely.

For example,
ver the same
n Application

onfigurations
ation will be

approach for

has assigned

on-Resource

One possible way of implementing this division is by assigning priorities to RA threads (those that belong to

RA A
RA el
Are

mana

5.3

pplications or RA Seryices) that are higher than those assigned to NRA elements. When th
ment is exhaustedgits priority could be reduced. When the budget is replenished, the prig
[-time operating,system, with appropriate scheduling policies, is required for the executi

e budget of a
rity is raised.
bn of the RA

gement can be found in Annex C.

Quality management

¢m resources

are changed,

The purpose of quality management is to drive the interaction with the QA Applications, so that the quality of
the overall system is maximised. A system may be composed of a set of QA Applications. Where each
application can provide a set of quality levels. A quality level is characterized by a description of the provided
quality and by the required resources for this purpose. The problem is to decide the quality level for each
Application, and as a consequence the resource assignment, so that system quality is maximized and the
resource assignment is feasible.

© ISO/IEC 2007 — All rights reserved


https://iecnorm.com/api/?name=3bb6d0a89fe4385ffeabb9ca80ab617c

ISO/IEC 23004-4:2007(E)

The criteria for making this selection vary from system to system. The information that has to be considered
includes:

Importance of Applications: There are applications that are fundamental in a particular device and should
always provide some minimal quality, such as the handling of incoming calls in a mobile phone.
Information from the execution context is also useful for identifying the important Applications. In a system
with multiple windows, it is usually the case that the Application running in the window with the user focus
is the most important.

User settings: The goal is to maximize user satisfaction. Hence, it is important to consider user settings.

D H Baadaedae—Thi Hafarra-atiarn—t — P~ PN 1 A L RHOHA— PV A 1l wikbtakbLAaanh H H
omain ToOWICUy T TS TmoumTatumT 1S OSC U TIT UTC UT UISTUTT PTUTT S 5, 0y U UC UIUTWinoT T 7ppoa on Is

most important and has to receive more resources.

The quality management functions do not finish when a contract is negotiated. It is necessary to.monitpr the
system to hapdle situations where the system is overloaded or has free resources. The resaureés requifed by
Applications gre usually estimations. In multimedia applications, the required resources strongly depepd on
the input data. In particular, the computation time may depend on whether the scene js\static or with g lot of
action and on the compression algorithm used. Hence, it can be that an Application fequires more resqurces
or has more than needed. In this situation, there should be mechanisms for its corfection. As a conseqyence,
the resourcep needed for the quality level may change and the contracts“must be (at least paftially)

renegotiated.

The operations that quality management provides can be described as follows:

Reservafion is the most basic mechanism for providing QoS.guarantees. It consists of assigning ghares
of resources (budgets) to Applications and guaranteeing them based on runtime monitoring and
enforcenpent of their usage. Most of the functions related 10.reservation are performed as part of regource
managerent.

Negotiation can be defined as the operation for creating a new contract (or modifying the curreni one)
between|the system software and the different;Applications. This long-term contract determines a |set of
minimurr requirements for both sides. The.system guarantees a minimum budget, and the Applifation
agrees gn executing the functionality required by the user providing, at least, a minimum utility. The
process [s based on having a dialogue between both domains to check whether new settings are fepsible
in the system. Differentiating negotiation (feasibility test) from the actual settings into two different phases
is usefull when we want to check_the feasibility of several mutually exclusive configurations, and then
select orle of them. Negotiation can be executed at Application (or Service) start-up, or dynamicallylwhen
it is deterted that the currenficontract is no longer valid. This renegotiation may be in response to [either
external [or internal events -External events are those signalled externally to the system, while internal
events afe those detected-by runtime monitoring.

Setting i$ the operation of making the system configuration resulting from a negotiation operationpl. As
part of this proeedure it is necessary to communicate to the Applications their executing quality level and
to set the¢ resource budgets, by using the facilities provided by the resource manager. This configuration
change mas to be done following a certain procedure that depends on how abrupt the changes cgn be
made. Some Applications require a smooth change, so it is necessary to follow a protocol that ensures
this requirement. For example, Applications that reduce their quality level may have to change before
others raise theirs, in order to ensure that budgets are guaranteed during the setting operation.

Monitoring is the process in charge of obtaining information about the execution of Applications and their
threads, in order to know how they behave. This information includes (i) resource usage made by
Applications and threads, (ii) progress monitoring (usually in the form of milestones reached or
percentage of processing finished), (iii) adaptation measurements (performance achieved by threads, and
data dropping made by Applications), and (iv) application domain metrics (utility provided as a function of
provided QoS parameters and QoS violations).

Adaptation is the operation of responding to transient overloads, detected at runtime, by performing some
short-term changes. The goal is to adapt the processing algorithm in order to have a near-constant
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computational complexity. The main characteristic of adaptation is that the current contract between the

system domain and the Application domains must continue to be fulfilled.

Optimization is the process of achieving the best configuration for all the entities in the syste

m, and hence

achieving the best use of available resources at each point in time. Negotiation determines a contract
between the system domain and the Application domains that defines the minimum requirements for

them, and optimization can make small changes to current configurations but without
contract. The dynamic nature of multimedia systems makes that a certain configuration that
the current state it is no longer optimal when the situation changes. Optimization tries to

changing the
is optimal for
anticipate the

need for resource reallocation, enhancing the medium and long-term behaviour of services. It is closely
related to adaptahon and negotlatlon but the ma|n dlfference is the mechanism that

provide some operations related to the interaction with the QoS management facilities:

-

rovide quality information. This includes the quality levels and; the resources required fo
lgvel. This information is basic for the negotiation process.cApplications have to update th
W
lgvels that can or cannot be provided, for example duetotthe nature of the input data, etc.

=

henever it changes. This may be caused by changes,in(the estimations of resources ng

ollow the assigned settings. The Application receives a command to set the quality level tq

tnggers their
Inches a new
hain and the
framework’s
changing the

Management
should not try

@ more resources than budgeted and have to provide the committed- quality. QA Applications have to

each quality
s information
eded, quality

be executed

ter a negotiation. It has to change its execution’mode accordingly. Applications also have to notify the

mpletion of the change to the Resource Maffagement framework.

otify information and events. It is usefulifo provide information on the behaviour of the App

lication to the

0S manager, so that it can use this\information to optimize system operation. Events should also be

tified to the QoS manager. Someyrelevant events are fault detection, request for changing
C.

Qualily management includes (power management. Information on the current power status an
settings must be taken intg account in the operations specified above, and especially with ne
availgble resources dependion the selection of the power settings. Hence, it is needed to find a s
setting that meets user ‘power requirements and that allows for providing the minimum global qu
by theg user.

the contract,

d user power
jotiation. The
uitable power
ality required

In adgition, itzs,‘interesting to be able to take advantage of Services with algorithms that afe specifically

desighed foryTreducing power consumption. A Quality-Aware Service may have differ
confidgurations for providing a quality level. Some of these configurations may include power-savi
In orderto’include this type of support in the Resource and Power Management Framework, it

ent  resource
hg algorithms.
is required to

be abletor

Include information on the power consumption level of the configurations associated to a quality level.

Manage the power consumption level information in the quality manager: the quality manager has to be

aware of this qualification and take advantage of it. For example, it could select configuration of quality

levels that requires low energy, when the system is in a low-power mode.
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6 Resource management interface suite

6.1 Overview

In this clause the main types and functions are commented, to facilitate understanding of the API. This
description deals initially with the data types and then the logical components are described. Following that, a
description of the roles is given. Finally, the Interfaces and their operations are described.

6.2 Types

6.2.1 RcQ

and constants

S vantld
= VeTItY

Signature
enum RcQoS
{
QOS_EV
QOS_EV
QOS_EV
QOS_EV
MAX_Qd
Y

Qualifiers
None
Description

Resource m4g
6.2.2 RcQgd

Signature

typedef In

Qualifiers
None

Description

EventId

ENT_OVERRUN,
ENT_BUDGET_TOO_LOOSE,
ENT_BUDGET_TOO_LOW,

ENT_UNKNOWN,
S_EVENTS

nagement related events.

SEventTime

t32 RcQoSEventTime;

Time thata e

entf occurred

6.2.3 RcQoSEventData

Signature

typedef pvVoid RcQoSEventData;

Qualifiers

None
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Description

Event specific data.

6.2.4 RcQoSEventinfo
Signature

struct RcQoSEventInfo

{
RcQoSEventTime eventTime;

CUOSLVEIILUadla cvellllDala,

Y

Qualifiers
None
Descfiption

Information associated with an event.
6.2.5| RcQoSImportance
Signgture

typeflef Int8 RcQoSImportance;

Qualifiers
None
Descfiption
This fepresents how important ‘the execution of an application is for the user of the devige. Important

applidations are favoured in thefesource assignment and the QoS-Manager tries to execute them with a high
quality level.

6.2.6 | RcQoSApplicationid
Signgture

typeflef (Int8 RcQoSApplicationId;

Qualifiers
None.
Description

This is the Resource Management Framework application identifier. Its value is provided by the Resource
Management framework.

© ISO/IEC 2007 — All rights reserved 7


https://iecnorm.com/api/?name=3bb6d0a89fe4385ffeabb9ca80ab617c

ISO/IEC 23004-4:2007(E)

6.2.7 RcQoSResourceld
Signature

enum RcQoSResourcelId

{
RID_CPU
RID_NETWORK_BASE,
RID_NETWORK_TOKENBUCKET,
RID_POWER,
QOS_MAX NUM_RESOURCES

Y

Qualifiers
None.
Description

This ID descrjbes the type of resource.

Values
Table 1
Name Description
! RID_CPU A 'CPU' resource
' RID_NETWORK_BASE A 'netv:/o—rk base' resource
~ RID_NETWORK_TOKENBUCKET A 'network token bucket' resource
¢  RID_POWER A 'power’ resource
' QOS_MAX_NUM_RESOURCES The maximum number of resources

6.2.8 RcQdSDescription
Signature

typedef StHring«RcQoSDescription;

Qualifiers

None.
Description

Type used to describe entities in the Resource Management and Power Management framework. For
example this type is used to describe Quality Levels, as well as components.
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6.2.9 RcQoSBudgetld

Signature

Int8 RcQoSBudgetId;

Qualifiers
None.

Description

ISO/IEC 23004-4:2007(E)

This is the identifier of the budget.

6.2.10 RcQoSBudgetUser
Signgture

typeflef pvoid RcQoSBudgetUser;

Qualifiers
None
Descfiption

This i the user of a budget.
6.2.11 RcQoSBudgetinfo

Signgture

typeflef pvoid RcQoSBudgetInfas;

Qualifiers
None

Descfiption

Describes a budget. For example this is used to express required budgets by a logical user|for a certain

Qualify Level.

6.2.12 .RcQoSLogicalUserName

Signature

typedef String RcQoSLogicalUserName;

Qualifiers
None.

Description

String that contains the name of a logical user. Budgets are assigned to logical users. A logical user can

consist of a number of budget users.
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6.2.13 RcQoSQualityLevelld

Signature

typedef Int8 RcQoSQualityLevelId;

Qualifiers
None.

Description

This is the id
of an applicat

6.2.14 RcQo
Signature
struct Rc(
{
RcQoOSA
Uulb
RcQoSh

RcQoSg
Y

Qualifiers
None.
Description

This describe

6.2.15 RcQo
Signature

struct Rc(g
{

pntifier of the quality level. It is the identifier that is provided in the description of the quaality
ion. Higher Level Id's mean better output quality

SQualitylnformation

oSQualityInformation

pplicationId appId;
compUuid;

escription componentDescription;
ualityLevel availableQualityLevels[MAX _AVAILABLE_QUALITY_ LEVELS];
s the quality information of anvapplication.

SQualityLevel

oSQualitylevel

level

RcQoSdualitylevelId qualityLevelId;
RcQoSHescription qualityLevelDescription;
RcQoSdorfiguration qualityLevelConfigurations[MAX_ CONFIGURATIONS_NUMBER]|;
Y
Qualifiers
None.
Description
This describes a quality level that an application can provide.
10 © ISO/IEC 2007 — All rights reserved
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6.2.16 RcQoSConfigurationld
Signature

typedef Int8 RcQoSConfigurationId;

Qualifiers
None.

Description

This if the identifier of the configuration.

6.2.17 RcQoSConfiguration
Signgture

strugt RcQoSConfiguration
{ RcQoSConfigurationId configurationddy

RcQoSRequiredResourceSpecification requiredResources [QOS_MAX_ NUM_REBOURCES] ;
}i

Qualifiers
None
Descfiption

This describes a resource configuration required for providing a quality level.
6.2.13 RcQoSRequiredResourceSpecification

Signgture

strugt RcQoSRequiredResourceSpecification

{ RcQoSResourceld resourceld;

RcQoSRequiredBudget requiredBudgets [MAX_ _REQUIRED_RESOURCE_BUDGETS] ;
Y

Qualir‘iers

None.
Description

Data structure used to specify the requirements on a specific resource (identified by resourceld). These
requirements can be budgets for a number of different logical users.
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6.2.19 RcQoSRequiredBudget

Signature

struct RcQoSRequiredBudget

{

RcQoSLogicalUserName logicalUserName;
RcQoSBudgetInfo budgetInfo;

Y

Qualifiers

None.

Description

This structurg is used to specify the required budget for a specific logical user. This is\usually part pf the

requirements

6.2.20 RcQo
Signature

struct RcQ
{ RcQoSL

RcQOSH
Y

Qualifiers
None.
Description

Structure that

6.2.21 RcQo
Signature

typedef R(

on a specific resource for a specific Quality Level.

SAssignedBudget

oSAssignedBudget

ogicalUserName logicalUserName;
udgetId budgetId;

contains the assignment.of a budget to a logical user.

SAssignedBudget

QoSAssignedBudget RcQoSAssignedBudgetsSet [MAX_ASSIGNED_BUDGETS] ;

Qualifiers

None.

Description

Structure that contains all the assigned budgets.

12
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6.2.22 RcQoSBudgetStatus
Signature

struct RcQoSBudgetStatus

{
Float availableBudgetPercentage;
Int8 status;

}i

Qualifiers

None
Descfiption

Struc{ure that contains the status of a budget.
6.2.23 RcQoSBudgetMonitoringinfo
Signgture

typeflef pvoid RcQoSBudgetMonitoringInfo;

Qualifiers
None
Descfiption

Contdins information about the usage of a budget, such as overruns and underruns.
6.2.24 RcQoSApplicationinfoList

Signgture

typeflef RcQoSApplicationInfo RcQoSApplicationInfolist [MAX_QOS_APPLICATIPNS] ;

Qualifiers
None

Descfiption

Contains list of identifiers of applications. This structure is returned when the registered applications are
requested.
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6.2.25 RcQoSCPUBudgetUser
Signature

typedef Int32 RcQoSCPUBudgetUser;

Qualifiers
None

Description

The ID of the|CPUBudgetUser.

6.2.26 RcQ9SCPUBudgetinfo
Signature
struct RcdoSCPUBudgetInfo
{ Int32 |refillPeriod;

Int32 |priority;
Int32 [budget;

¥

Qualifiers
None
Description

Information apout a CPU budget contains budget{amount), priority and refill period.

6.2.27 RcQqgSBudgetCPUMonitorizationinfo
Signature
struct RcdoSBudgetCPUMofnilttorizationInfo

{

RcQoSResourceId resourceld;

unsigned Int32 maxUsagePercentage;
unsigned Int32 minUsagePercentage;
unsigned Int32 meanUsagePercentage;
unsigned,/Int32 numberRefillPeriods;
U_nsj_g e ITntl32 numbherQuerrung -

Y

Qualifiers

None

Description

Structure that contains the results of monitoring the budget usage.
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6.2.28 RcQoSNetworkRateUnit
Signature

typedef Int8 RcQoSNetworkRateUnit;

Qualifiers
None

Description

ISO/IEC 23004-4:2007(E)

BITSF 1; BYTES = §;
KILOBITS = 1000; KILOBYTES = 8000;

MEGABITS = 1000000; MEGABYTES = 8000000;

6.2.29 RcQoSNetworkBudgetUser
Signgture

strufpt RcQoSNetworkBudgetUser
{
Ctring senderAddress;
Etring receiverAddress;
[nt8 senderPort;

nt8 receiverPort;

[nt8 protocol;
Y

Qualifiers
None
Descfiption

The network budget user;\socket addresses and protocol
6.2.30 RcQoSNetworkBasicBudget

Signgture

struptf/RcQoSNetworkBasicBudget
{

RcQoSNetworkRateUnit rateUnits;
Double bandwidth;
Y

Qualifiers
None
Description

The basic network budget type, bandwidth

© ISO/IEC 2007 — All rights reserved
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6.2.31 RcQoSNetworkTokenBucketBudget

Signature

struct RcQoSNetworkTokenBucketBudget

{

RcQoSNetworkRateUnit rateUnits;
Double averageRate;
Double peakRate;

Int32
Y

bufferSize;

Qualifiers
None

Description

The token blicket budget type, average and peak rates and buffer size, i.e. the.maximum amout of data

received at p

6.2.32 RcQo
Signature

typedef In

Qualifiers
None
Description

Identification

6.2.33 RclQ¢oSPowerPolicyList

Signature

typedef R4

Qualifiers

pak rate.

SPowerPolicyld

t8 RcQoSPowerPolicyId;

pf a power policy.

IQoSPowerRolicy RcIQoSPowerPolicyList[QOS_MAX POWER_POLICIES];

None

Description

Array of Power policies

16
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6.2.34 RcQoSUserPowerSetting
Signature

enum RcQoSUserPowerSetting

{
MAXIMIZE_PERFORMANCE,
MINIMIZE_POWER_CONSUMPTION,
BALANCED_PERFORMANCE_POWER_CONSUMPTION,
USER_DEFINED_1,
USER_DEFINED_2,

JSER_DEFINED 3

[JSER_DEFINED_4

¥
Qualifiers
None
Descfiption

Enumneration of possible power settings.
6.2.3% RcQoSPowerPolicyDescription

Signgture

typeflef String RcQoSPowerPolicyDescription;

Qualifiers
None
Descfiption

Desctiption of power policies.

6.2.36 RcQoSCPUFrequencyType
Signgture

typeflef Float RcQoSCPUFrequencyType;

Qualifiers

None
Description

CPU frequency.

© ISO/IEC 2007 — All rights reserved 17


https://iecnorm.com/api/?name=3bb6d0a89fe4385ffeabb9ca80ab617c

ISO/IEC 23004-4:2007(E)

6.2.37 RcQo

Signature

typedef Float RcQoSCPUVoltageType;

Qualifiers
None

Description

SCPUVoltageType

CPU voltage.

6.2.38 RcQo
Signature

enum RcQoS
{
ACTIVH
POWER_|

Y

Qualifiers
None
Description

Power mode

6.2.39 RcQo
Signature

enum RcQog
{
CPU_FH
CPU_V(Q
WLAN_M
QOS_MA
Y

ISWIlanMode

W1lanMode

SAVE

pf WLAN.

SPowerDevicelD

PowerDeviceID

EQUENCY,

LTAGE,

ODE,
X_POWER_DEVICES

Qualifiers
None.
Description

Identifies the

18

type of power device.
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6.2.40 RcQoSPowerDeviceStatus
Signature

struct RcQoSPowerDeviceStatus

{
RcQoSPowerDeviceID devicelD;
native status;

Y

Qualifiers

None
Descfiption

Contdins the power status of a device.
6.2.41 RcQoSPowerDeviceSettings
Signgture

typeflef RcQoSPowerDeviceStatus RcQoSPowerDeviceSettings [QOS_MAX_ POWER_DEVICES] ;

Qualifiers
None
Descfiption

Contdins the power settings for a device, which is the power status of all power devices.
6.2.42 RcQoSPowerStatus

Signgture

strufpt RcQoSPowerStatus

{ FFloat batteryllevelPercentage;
Bool onliney

RcQoSPowerDeviceSettings deviceSettings;
Y

Qualifiers

None
Description

Contains power status.
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6.3 Logical component

6.3.1 Interface-Role Model

QualityChief

rclQualityGhief

__________________________><>7

P It RTS EERERRRES

rclQoSManger
rclQoSPowerManger

/
N —
\

QualityManager

Figure 1 — Interface Role Model

rcIQoSPowdrManager is optional an interface neéded for power management.

6.3.2 Diverpity

The following|table lists the required and provided interfaces:

Table 2
Role Interface Presence
RualityManager rclQualityManager Mandatoty
DualityChief rclQualityChief Optional

6.4 Roles

6.4.1 QualityManager

Description

Its main goal is to manage system global quality. It assigns resources to Applications and Service Instances.
See subclause 8.2.1 for the full details.

Instantiation

There is always one QualityManager instantiated in the system. The QualityManager manages the Quality for
the complete system.
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QualityChief

Description

The quality chief is part of the application. It is the counterpart of the QM. It is in charge of interacting with the
QM and driving the execution of the Application, according to the agreed quality level. See subclause 8.2.2 for

the fu

Il details.

Instantiation

The QualityChief role is part of the application. Each QA application has to instantiate its own QualityChief.

6.5

6.5.1
Desc

This i

Interfaces
rclQosManager
Fiption

hterface is implemented by a Quality Manager and offers operations-for'the (un)registrat

Chiefs, updating and extration of Quality Information, requesting renegotdtion of the budgets, se
of Quplity Chiefs, etc.
Interface ID
{5f9B5698-1eb9-40e5-aeba-f3cd4366edla}
6.5.1.1 registerQualityChief
Signgture
RcRepult registerQualityChief (
[in] rcIQoSQualityChiefRefigChiefIf,
[in] UUID compUuid,
[in] RcQoSDescription applicationDescription,
[out] RcQoSApplicatienId applicationId) ;
Descfiption

This function should be‘executed by an application to notify the Quality Manager that it is QA. A

qualit
applid

6.5.1

y information.of the application is stored in the Resource Management framework. In
ation provides its quality information.

2 ~ ‘\unregisterQualityChief

on of Quality
{ting priorities

5 a result, the
this call, the

Signature

RcResult unregisterQualityChief (

[in] RcQoSApplicationId applicationId);

Description

This function is called when application that is registered within the QM, wants to remove this relationship. As
a result, the quality of the application is no longer managed.

© ISO/IEC 2007 — All rights reserved
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6.5.1.3 requestNegotiation

Signature

RcResult requestNegotiation (

[in] RcQoSApplicationId

applicationId,

[in] RcQoSQualityInformation qualityInfo,

[in] RcQoSQualityLevelId

Description

This operatio
when an ap
renegotiate th

defaultQualityLevel) ;

Is called whenever an application wants to request a new negotiation effort. T'his can,nhappen

lication is going to start to execute or when due to some event, the applicationCwa

e contract.

6.5.1.4 notifyEvent

Signature
RcResult notifyEvent (
[in] |RcQoSApplicationId applicationId,
[in] |RcQoSEventId eventId,
[in] |[RcQoSEventInfo eventInfo) ;
Description

Generic oper

6.5.1.5 se

Signature

btion to notify the Quality Manager of QoS related events.

tQualityinfo

RcResult detQualityInfo(

[in] RcQoSApplicationId
[in] RcQoSQualityInformatdiomn applicationQualityInformation) ;

Description

This function
Manager.

applicationId,

6.5.1.6 endQualitylLevelSetting

Signature

allows the QeS=aware application to update the quality information that is stored in thg

RcResult endQualityLevelSetting (
[in] RcQoSApplicationId applicationId);

Description

ts to

QoS

This function is used to communicate to the QoS Manager that the applications has finished the setting of the
new quality level.

22
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6.5.1.7 setPowerUserSetting

Signature

RcResult setPowerUserSetting (
[in] RcQoSUserPowerSetting userSetting) ;

Description

Sets the power settings according to the given user setting for example to maximize performance or minimize
power consumption.

6.5.1. getPowerUserSetting

Signgture

RcRepult getPowerUserSetting (
[out] RcQoSUserPowerSetting userSetting) ;

Descfiption

Gets the current power settings.

6.519 getPowerStatus

Signgture

RcRegult getPowerStatus (
[out] RcQoSPowerStatus status) ;

Descfiption

Gets the power status.

6.5.1.10 setApplicationlmportance
Signgture

RcRepult setAppldcationImportance (

5
[in] RcQoSApplicationId applicationId,
[in] RcQoSimportance importance) ;

Descfiption

This funetion allows setting the importance aof a QaS-aware application

6.5.1.11 getApplicationimportance

Signature
RcResult getApplicationImportance (

[in] RcQoSApplicationId applicationId,
[out] RcQoSImportance importance) ;

Description

This function allows getting the importance of a QoS-aware application.
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6.5.1.12 ge

Signature

tRegisteredApplications

RcResult getRegisteredApplications (

[out]

Description

This function

6.5.1.13 setBudgetUser

Signature

RcResult detBudgetUser (
[in] RcQoSResourceld resourceld,
[in] RcQoSBudgetId budgetId,
[in] HRcQoSBudgetUser budgetUser) ;

Description

This operatio
execution of {

6.5.1.14
Signature
RcResult ¢

[in] H
[in] H

Description

This function
associated ug

6.5.1.15 gefBudgetStatus

Signature

RcResult detBudgetStatus (
[in] |RcQoOSResourceId resourceld,
[in] |REQeSBudgetId budgetId,
[out] RcOosSBudgetStatus—budgetStatus)

Description

removeBudgetUser

RcQoSApplicationInfolList appInfolist) ;

provides the identifier of the registered applications.

h serves to identify the user of a budget. It specifies the entity-that is going to use it. Aff
his operation, the budget is made available for the registeredentity, it is enabled.

emoveBudgetUser (
cQoSResourcelId resourceld,
cQoSBudgetId budgetId) ;

removes the Budget-User.binding. After the execution of this operation, the budget h
er and hence, it is not enabled.

er the

AS NO

Gets the budget status for a certain budget of a resource.

24
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16 getBudgetMonitoringinfo

Signature

RcResult getBudgetMonitoringInfo (

[in] RcQoSResourceId resourceld,
[in] RcQoSBudgetId budgetId,
[out] RcQoSBudgetMonitoringInfo budgetMonitoringInfo) ;

Description

Gets

6.5.1

Signgture

RcRe

Desc

This f

6.5.1

Signgture

RcRe

Desc
This f
6.5.1
Signa

RcRe

[17 resetBudgetMonitoringinfo

N8 activateBudgetMonitoring

{19 deactivateBudgetMonitoring

he budget monitoring Info for a certain budget of a resource.

sult resetBudgetMonitoringInfo (
[in] RcQoSResourceld resourceld,
[in] RcQoSBudgetId budgetId) ;

Fiption

nction resets the monitoring information for the budget

ult activateBudgetMonitoring ¢
] RcQoSResourceld resourceld,

[in
[in] RcQoSBudgetId budgetId) ;
Fiption

unction causes the QualityManager to start getting monitoring information on the associated

ture

ult-‘deactivateBudgetMonitoring (
[innMRcQoSResourceld resourceld,

[M] RcQoSBudgetId budgetId) ;

Description

budget.

This function causes the QoS Manager to stop getting monitoring information on the usage of a budget.

© ISO/IEC 2007 — All rights reserved
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6.5.2
Description
Interface that
Interface ID

{82aa78bf-

6.5.2.1

rclQoSPowerPolicy

a power policy has to provide

1ff8-4eef-b276-f4c8ab09b2ed}

getPowerSettings

Signature
RcResuy

[

[

[g

Qualifiers
None
Description

Returns the H

6.5.2.2
Signature

RcResu
[g

Qualifiers
None
Description

Returns the d

1t getPowerSettings (

n] RcQoSPowerDeviceSettings minimumSettings,
n] RcQoSUserPowerSetting userSetting,

ut] RcQoSPowerDeviceSettings deviceSettings) ;

ower settings for the device for this policy

getPolicyDescription

(

RcQoSPowerPolicyDescription policyDescription) ;

1t getPolicyDescription
ut ]

escription.of this policy.

6.5.3 rclQ

PowerManger

Description

Interface provides the operations to control the power management

Interface ID

{b60e9%b74-

26
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6.5.3.1 addPMGlobalPolicy

Signature

RcResult addPMGlobalPolicy (
[in] RcIQoSPowerPolicy powerPolicy,
[out] RcQoSPowerPolicyId policyId);

Qualifiers

None

Descfiption

Add g Power policy to the Power Manager.

6.5.32 removePMGlobalPolicy

Signgture

RcResult removePMGlobalPolicy (
[in] RcQoSPowerPolicyId policyId);

Qualifiers
None
Descfiption

Remqve a power policy from the power manager

6.5.3 setPMGlobalPolicy

Signgture

RcResult setPMGlobalPelicy (
[in] RcQoSPowerPolicyId policyId);

Qualifiers
None
Descfiption

Select (foruse) a power policy.

6.5.3.4— getCurrentPMGIiobalPolicy
Signature

RcResult getCurrentPMGlobalPolicy (
[out] RcIQoSPowerPolicy currentPolicy);

Qualifiers
None
Description

Return the power policy that is currently used.
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6.5.3.5 getPMGlobalPolicy

Signature

RcResult getPMGlobalPolicy (

[i

n] RcQoSPowerPolicyId policyId,

[out] RcIQoSPowerPolicy powerPolicy) ;

Qualifiers

None

Description

Get Power pq

6.5.3.6 getPMGIlobalPolicies

Signature

RcResu
ou

Qualifiers
None
Description

Get all Power

6.5.4 rclQosQualityChief

Description

This interface
provided by t

Interface ID

{785c8eba-

6.5.4.1 se

licy based on policy id from the Power Manager.

1t getPMGlobalPolicies(
t RcIQoSPowerPolicyList policies);

policies of the Power Manager.

is implemented by Quality Aware entities and enable retrieval of the Quality Levels that gan be
ne entity and the required budget for that Quality Level as well as selection of a Quality Levél.

55¢3-4775¢=9d27-00cc87325792}

tQualityLevel

Signature

RcResult setQualityLevel (
[in] RcQoSQualityLevelId qualityLevelId,
[in] RcQoSConfigurationId qualityConfigurationId,
[in] RcQoSAssignedBudgetsSet assignedBudgets) ;

Description

This operation is called by the QM or by a QC in order to command the application or component to execute

according to

the quality level specified as parameter. The list of assigned budgets is a set of pairs

logicalUserName and budget identifier.

28
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6.5.4.2 getQualitylnfo
Signature

RcResult getQualityInfo (
[out] RcQoSQualityInformation qualityInfo);

Description

This operation is called in order to get the quality information of the corresponding component or application.

6.543 getBudgetUser

Signgture
RcRegpult getBudgetUser (
[in] RcQoSLogicalUserName logicalName,
[out] RcQoSBudgetUser budgetUser) ;
Descfiption

This flunction allows the functional code to get the budget user of a‘cértain budget logical name.|[In this way, it
is pogsible to register the budget user and to perform operations on the budget, such as gett|ng its status,
monitpring information, etc.

6.5.44 notifyEvent

Signgture
RcRepult notifyEvent (
[in] RcQoSApplicationId appl@cationId,
[in] RcQoSEventId eventId,
[in] RcQoSEventInfo eventInfo) ;
Descfiption

This function allows natification of QoS related events.

7 Overview of realization

This is an informative clause. The realization is described in Clause 8 and addresses the followinp topics:

—  Querview of the roles used for Resource and Quality Management

— Realization of Resource Chiefs

— Realization of Chiefs and Management for specific resources
— CPU
— Network
— Power

— Informative discussion on the composition of Quality Information
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8 Resource management

8.1 Overview

The description of the roles in subclause 8.2 present the main functionality of the Resource Management
Framework from a conceptual point of view. The deployment of this framework has been done taking into
account two main issues. First, some of the roles are outside of the RRE and the M3W framework itself. In
particular, the Resource Chiefs are usually very dependent on the underlying operating system and, in some
cases, they are included in the OS kernel. So, the interfaces of these entities have not been specified. Second,
there is no need to make all the operations that the Resource Manager and the Quality Manager perform
public. For this reason, these roles are encapsulated in a QoS Manager, which exports their public Interface.
In this way, Iue uSer has a cleaner vision of the QoS Manager and the implementer has more freedgm for
designing andl implementing it.

The QoS Mdnager is a singleton Service. In a Device, there can only be one Service Instance”’runnipg, to
ensure propef system operation. This approach allows interacting with the Resource Management Frampwork
using the stgndard mechanisms of the M3W Component Model, which facilitates the-development of QA
Services. A Quality Chief can ask the RRE for the QoS Manager Instance and start the.iateraction with it, as
shown in Figyre 2.

QoS Manager Application

Functional
Part

RO - Quality, g
— OH Chief

Resource
Manager |a

Aﬁi

Quality
Manager

CPU Network

Resource Resource
Chief Chief

Operating System

Figure 2 — QoS Manager and Application

In Annex A, the dynamic‘behaviour of this system is shown.

8.2 Respgnsibilities of roles in the Resource Management Framework

The purpose of this clause is to describe the architectural structure of the Resource Management Framework.
The main roles and their basic functionality are described.

8.2.1 Quality manager (QM)

Its main goal is to manage system global quality. It assigns resources to Applications and Service Instances.
The interaction between the QM and the Applications or Service Instances is based on the mentioned contract
model. The QM follows a protocol for negotiating this contract. Additional interaction should be performed for
re-negotiating, due to the Application needing more resources, not fulfilling the required quality, etc. In
summary, the QM is responsible of most of the functionality described in subclause 5.3.
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8.2.2 Quality chief (QC)

The quality chief is part of the application. It is the counterpart of the QM. It is in charge of interacting with the
QM and driving the execution of the Application, according to the agreed quality level. The complexity of the
quality chief varies. Its basic functions are negotiating with the QM, setting the resulting quality levels, and
handling overruns and other potential requests from the QM. Advanced functions include Application
monitoring, adaptation, management of the Application’s resources, etc. The QC can take advantage of
domain semantic information for carrying out these operations, which should imply that they are performed
more efficiently.

8.2.3 Resource manager (RM)

The resource manager is in charge of performing the platform and device independent actiens [for managing
resoufces, as described in subclause 5.2. In particular, the main responsibilities of this role@re:

[d)s)

etting the budgets assigned to each of the threads (or clusters of threads)
— Account for resource usage

— HBnforce budgets

— HKeep statistical information

— HRrovide information on available resources to Applications

It clogely interacts with the resource chiefs (discussed in the following subclause) for doing these|activities.

In thelnegotiation phase, it uses the admission test to.check whether there is sufficient capacity for satisfying a
tentatjve assignment. The admission test can be done for each resource individually or in an infegrated way.

The second option is the most convenient, as it:éan consider dependences on the resource usage. This is the
reason why this responsibility has not been deferred to the resource chiefs.

8.2.4| Resource chief (RC)

The rgsource chief has specific knowledge of a particular resource. It is in charge of supporting the Resource
Manager to acount and enforce the budgets of this resource. Its main responsibilities are to:

solate platform dependent issues,

— Manage its corresponding resource(s),

mteract with the Resource Manager for accounting and enforcing purposes.

8.3 |Realization of a resource chief

The resource chiefs are in charge of handling the details of the implementation of the budget. They perform
the low level operations of the resource manager. They are apart of this because they depend on the
operating system and hardware where the RRE is running. In this way, it is possible to isolate the RMF from
the platform dependent details. It is expected that there is one chief for each managed resource.

The model of budgets differentiates budget from budget users. Initially, the RMF creates a budget for a
particular resource. Although the associated resource share is reserved, it is not already usable. The budget
needs to have a user, which can be different entities depending on the resource and the management
approach. In the case of the CPU, the budget user is a thread or a group of threads (cluster).

© ISO/IEC 2007 — All rights reserved 31


https://iecnorm.com/api/?name=3bb6d0a89fe4385ffeabb9ca80ab617c

ISO/IEC 23004-4:2007(E)

The resource chiefs have to provide a number of basic functions for the interaction with the resource

manager:

available

statistica

The internal

8.31 CPU

Budget handing: The chief exports operations for creating and destroying budgets.

budget. An operation is provided for retrieving this information.

tructure of a resource chief can be quite variable, depending on the nature of the managed

anagement

Budget user handling: The chief exports operations for assigning and removing a user from a budget.

Status operations: The application, in general, and the budget user, in particular, requires knowing the

Monitoring operations: The chief provides operations for activating and deactivating the capture of

chief.

Some resourges, such as CPU, are allocated to threads or clusters (group of threads). Fhis is done when the

correspondin
settings, som
already crea
case, for thre

The creation
Management
threads. How

needed to s¢t some parameters, such as thread priority and<thread budget. These two paramete

selected as
setting these
resulted from
system, by us

In some cas
allowed, as f
this informati

As an examp

8.3.2 Netw

The quality o
Applications'

hds in resource-aware Applications or Services, negotiation is prior to thread execution.

of threads could be done either by Applications or by the funtime (QM or RM). In the Res
Framework it is left to the Applications. As part of its ¢ode, the Application creates the required

!

Application negotiates with the QoS Manager. As part of the deployment of the negg
threads may be created and their execution parameters are set. Alternatively, a thread m
d and as a result of the negotiation, some of its parameters may.rneed to be changed. |

ever, some characteristics of these threads must.be) done by the runtime. In particula
art of the negotiation. In this case, the Resouree’ Manager is the element that is in cha
parameters. In this way, it is possible to make sure that the parameters set are thos
the negotiation, and the Application or Service could not preclude the correct behaviour
ing wrong values.

s, it may be important for the Application to set the relative priorities for its threads. T
r as these priorities are only relative to the threads in the Application. The QM or RM mus
n into consideration for assignhing the final priorities to the threads

e, some details of the CPW chief are provided in Annex B.

brk QoS management

demands-in_respect to these characteristics differ from one Application to another. For ex3

interactive A
higher dema
a set of tech
optimally rat

plications/require low latency and high reliability whereas streaming media applications
ds on throughput and jitter. The term Quality of Service in the context networking domain 1
olegies to manage the effects of congestion on application traffic by using network resd

tiated
ay be
n any

ource

, it is
S are
rge of
b that
of the

his is
t take

f network service consists of different characteristics such as throughput, latency and reliability.

mple,

have
heans
urces

The default service offering associated with the Internet is characterized as a best-effort variable service
response. Within this service profile the network makes no attempt to actively differentiate its service response
between the traffic streams generated by concurrent users of the network. As the load generated by the active
traffic flows within the network varies, the network's best effort service response will also vary.
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8.3.2.1  Network Quality of Service

The objective of various Internet Quality of Service (QoS) efforts is to augment this base service with a
number of selectable service responses. These service responses may be distinguished from the best-effort
service by some form of superior service level, or they may be distinguished by providing a predictable service
response which is unaffected by external conditions such as the number of concurrent traffic flows, or their
generated traffic load.

The Integrated Services (IS,RFC1633) model relies on the assumption, that resources need to be explicitly
managed in order to meet application requirements to achieve predictable and controlled network service. It
has some emphasis on real-time multimedia applications, for which the current Internet service is not always
sufficient Integrated Services does nat rely on the current Internet infrastructure it needs to be extended to
suppqrt additional traffic control. Integrated Services relies on a signalling protocol to“/make resource
reseryations.

The Differentiated Services (DS,RFC2475) architecture takes a "network boundary!»-centric
provide service quality. The traffic classification and conditioning is done only at.the boundar
Differentiated Services network. Individual flows are aggregated into classes of flows having sin

needs.

approach to
y nodes of a
nilar resource

s from other
by the device
QoS means

Rega
resou
itself

suppd

ding the Resource Management framework, network connectivity s a resource diffe
Fces in the device, such as CPU or memory. The resource cannot*be explicitly managed
because there are external factors affecting the quality. Therefore the support for networl
rting the two architectures presented above.

he Resource
nd mappings

In prd
Mana
to the

ctice, support for the QoS mechanisms would be pravided by the operating system. T
gement Framework should provide a standard network/QoS interface for the Applications, 3
mechanisms of the operating system.

8.3.22 Network QoS management
ber of factors

tual resource

The difficulty in managing network QoS is that the quality of a connection is influenced by a num
exterpal to the terminal. This implies that\the acceptance test is directly coupled with the ac

reseryation. There is no way to separate one from another due to varying external conditions. |
test i accepted, the resource needs(tobe reserved at the same time.

The unit subject to resource reservation is called "a flow". It consists of a group of packets that h
source and destination. It is typically identified by its endpoints, i.e. network (IP) address, por]
protogol identifier (e.g. TCRIUDP). The relation between flows and Applications is one to many: A

a bandwidth

bve the same
number and
A\n application

can have several flows;-but a flow belongs to a single Application. In many cases an Application does not
know |the full identification for the flows that are subject to QoS management upon invocation. Fpr example, a
video|stream player-typically receives a location of the stream source from the user. This information usually
requires some translation before it is usable by the QoS management system, e.g. parsing an URL, mapping
a hostname-io.an IP address, etc. The actual resource requirements can also depend on the ¢ontent of the
flow.

8.3.3 Power management

There are an increasing number of approaches and techniques to power saving in the literature. An important
number of them rely on low level hardware settings or on special software coding or compilation. However, we
believe that these approaches are useful but it is not appropriate to base the power management in M3W in
these types of techniques in isolation.
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In order to make a meaningful power management it is necessary to consider the state of the whole system.
Low level decisions on power saving may preclude the fulfilment of functions that are fundamental for system
operation. The approach to power management is based on considering the global system state in power
system level decision making. In particular, the decision on the power saving strategy and initial power
settings will be decided by the Resource Management Framework taking into account the following
information:

User preferences and settings. The final goal of this type of systems is to satisfy the user, so it is clear
that his preferences are of primary importance. For this purpose, functions should be included in the API
to let him state his preferences with respect to power saving. Indirectly he also can set the feasible power
strategy by setting which are the Applications he wants to execute and how important they are

System
could be
Applicati
more, it
Anyhow,
executed

vork load. The current system work load can be used to determine the power settings, which
the least power consuming configuration that still provides the required hardware needs fpr the
bns currently running. In a situation where it is advisable to reduce power constumption| even
could be analysed which of these Applications are really important and renegotiate the contract.
there are some system functions and user Applications that are critical and that shoyld be
in any case.

Temperdture, battery level, power source. These states should also be considered to decide whether a
more or less aggressive strategy is going to be used in the future.

q

J

Power-a
algorithm
should s
policy.

vare Services. There could be Services that may provideCquality levels with power
s or that use less power consuming hardware devices. The Resource Management Fram
blect the appropriate quality level, according to the system power status and the active

aving
ework
bower

At a lower lg
hardware de
constraints in

Applications @re met.

Finally, as ha
we have foun

Dynamic

Different

System ¢

The decision
information. §
advises the (
on battery stg
the Power H

vel, it may be possible to perform additional power saving actions, such as turning off
ice that is not being used. In any case, this™ower level power savings should respe
nposed by the Resource Management Framework and ensure that the budgets assign

S been mentioned above, there is a (arge number of techniques for power saving. The ong
d to be relevant in the context of this project are:

frequency and voltage scaling
power consumption states in hardware devices

ongruent operating-states

some
ct the
ed to

s that

cribed

on the power setting is ultimately done by the QM, taking into account the previously des
For this punpose, it needs to rely on some entity that knows about the power manageme

t and

DM onsthe power settings to use. Moreover, there can be different algorithms to use, depgnding
tus, the context, etc. In the context of the Resource Management Framework, this entity is palled
olicy Manager (PPM). In order to improve the flexibility of this approach, the Regource

Management

framework allows the dynamic change of policies, to allow for an optimal selection.

8.4 Composition of quality information

This is an informative subclause. The composition of quality information is required when a QA component is
using other QA components. According to the definition of this entity, each of them has a number of quality
levels. It is obvious that a QA component can command the used ones to provide it a certain quality level. It is
also clear that during the negotiation it is necessary to assign resources for all of them. The problem is how to
perform the negotiation in this situation.
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There are two main jobs to carry out:

— Quality level composition: a component provides a number of quality levels. However, the availability of
some of them may depend on the quality of services that need to be provided by other components. For
example, a component can only provide high precision mathematical results, if a high precision square
root is available. At a particular time, the provision of this high precision depends on whether the required
services are in the system. In consequence, it is necessary to calculate which quality levels a component
provides at a certain point in time, taking into consideration the quality levels provided by the components
it requires for its execution.

— Resource usage composmon it is necessary to know the resource demand of the quallty level that a

hudget. In the next clause, this procedure is illustrated with an example for the CPU and memory.

The above operations can be done in different ways:

— (entralized: In this case, it is the QM that composes the quality information. For this purgose, it needs
that all the QA components are registered in the RMF. In addition, they have to state the components that
they need for executing. It is up to the QM to combine the quality and«4esource usage informjtion.

— Distributed: Each component composes the quality information-of those that it uses. At the[same time, it
provides this information to the components that may use it. If this component is the one |providing the
dobal service (usually called in the context of the RMF“application), it is in charge of providing the
composed information to the RMF.

These¢ approaches have advantages, which are in mgst cases complementary. However, the second choice
was finally selected for implementation. The reason-is that the composition of the quality Igvels requires
domajn specific knowledge. How a generic RME-gan know which quality levels of an application are valid or
invalig, depending on the quality level of the required components? It is much simpler to let the application use
this specific knowledge for determining the feasible quality level, given the QA components availgble.

More [information can be found in Annex\D.
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Annex A
(informative)

Dynamic view of the Resource and Power Management Framework

In this annex, some sequence diagrams are given, which illustrate the dynamic behaviour of the resource
management framework.

Figure A.1 sljows the negotiation protocol. In this example, an Application is started and the Quality|Chief
collects the information on its quality and resource needs, taking into account the information from the, Service
Instances it uses. Then it requests the Quality Manager to find a suitable configuration, which staris_a prpcess
of evaluation|of possible configurations and their viability. A configuration at this level consists.of"a pargicular
quality level [for each of the Applications and some resources for non resource-aware Applications| This
process finishhes when a configuration is found that is feasible and that maximises the global system guality.
Then, the selection is communicated to the Quality Chief of the Applications, who_commits to provide the
corresponding quality.

User RRE QChief QM RM

—
Q)

unch/stop
application

—h

[0)

Get QM handlef

qRegister

B Regtiest quality info

Elaborate sets of
feasibleconfs

Send quality info

Test feasibility of a

Select set afonfs configuration
with the highest >
utility
- Test result

Set quality level

Figure A.1 — Negotiation Protocol

Figure A.2 — Setting Process shows the setting process. Once a system configuration has been negotiated, it
is time to effectuate the negotiated configuration. All the Applications may have to change their operation
mode accordingly. It is necessary to ensure that the system behaves provides the correct functionality during
this re-configuration change. For this purpose, it should be ensured that the switching to certain Quality Modes
by the Applications follow a certain order. This order is dictated the Quality Manager. The Quality Manager
requests each of the changing Applications to adapt its execution to the committed quality level. For this
purpose, it may be necessary to change the set of executing threads, or some of their characteristics (the
code it executes, time requirements, etc.). To realise this, it may use the operating system (which includes the
resource chiefs). The budgets assigned by each of the threads or clusters are set by the Resource Manager
after the corresponding threads have been created and notified. Finally, the Application (re)starts its execution
and notifies the Quality Manager of the end of the setting process.
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