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FOREWORD

Since the mid-1960s, computer simulations have come to dominate engineering mechanics analysis for all but the
simplest problems. This reliance on complicated simulations makes a systematic program of verification and validation

(V&V) nfcessary to ensure thie accuracy of these simulations. This standard describes such a prograim.

The cdncept of systematic V&V is not new. The software development community has long recognized the need
software quality assurance (SQA) plan for scientific and engineering products. The Institute of Electrical and\Electr
Engineets (IEEE) was the first to publish and adopt guidelines and standards for engineering SQA apprdpriat
developgrs. SQA guidelines, while necessary, are not sufficient to cover the issues of computational physics and §
neering ¢r the vast array of problems to which end users apply the codes. To fill this gap, the concept of applica
specific Y&V was developed.

Scient|fic and engineering communities have been exploring application-specific V&V since the mid-1990s.
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The

Departmlent of Defense’s Defense Modeling and Simulation Coordination Office (DMSCO) produced recommended prac-

tices suitpble for large-scale modeling and simulation in 1996. However, these DMSCO guidélines do not directly foct
the details of computational physics and engineering. The American Institute of Aeronautics and Astronautics prod
the first|V&V guidelines tailored for detailed analyses in the area of computational fluid dynamics (CFD) in 19

Recoghizing the need for a similar set of guidelines for computational soliddmechanics (CSM), members of the
communjity formed a committee under the auspices of the United States Assogiation for Computational Mechani
1999. THe American Society of Mechanical Engineers (ASME) Board on Performance Test Codes (PTC) granted
committge official statusin 2001 and designated it the PTC 60 Committee'on'Verification and Validation in Computat
Solid Mefhanics. In 2008, an overarching committee for multiple V&V application areas was established by ASME a
V&YV Stanidards Committee on Verification and Validation in Computational Modeling and Simulation. ASME reorgar
the comnittees under the V&V Standards Committee, and the PTC 60 Committee was renamed the V&V 10 Subcomm|
on Verification and Validation in Computational Solid Mechanics.

The V&V 10 Subcommittee (previously PTC 60 Committee) undertook the task of writing the proposed guideline|
memberfhip has consisted of solid mechanics analystsf.experimenters, code developers, and managers from indu
government, and academia. Represented industries include aerospace/defense, commercial aviation, automotive, bi
gineering, and software development; representedgovernment agencies include the Department of Defense, the De}
ment of Energy, and the Federal Aviation Administration.

Early dliscussions within the V&V 10 Subeommittee revealed an immediate need for a common language and prd
definition for V&V appropriate for CSMranalysts and their managers and customers. The first edition of ASME V&}
Guide for Verification and Validationn Computational Solid Mechanics, described the semantics of V&V and define
process ¢f performing V&V in a manner that facilitates communication and understanding among the various perfort
and stakeholders.

The Ghide was approved hy)the V&V 10 Subcommittee and was approved and adopted by the American Nat
Standards Institute in 2006-Since that original edition was released, the issues and problems of V&V in CSM have
studied ghrough discussion and the generation of supporting documentation, including an example problem stang
ASME V&V 10.1. Thatwork contributed to the maturation of the discipline and influenced this revised edition, whi
now titlgd Standard*for Verification and Validation in Computational Solid Mechanics.

This Standard\is available for public review on a continuing basis. This provides an opportunity for additional pu
review ihputdrom industry, academia, regulatory agencies, and the public-at-large.
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CORRESPONDENCE WITH THE V&V COMMITTEE

General. ASME Standards are developed and maintained with the intent to represent the consensus of concerned
interests. As such, users of this Standard may interact with the Committee by requesting interpretations, proposing

revisiony
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or a case, and attending Committee meetings. Lorrespondence should be addressed to:

Secretary, V&V Standards Committee

The American Society of Mechanical Engineers
Two Park Avenue

New York, NY 10016-5990
http://go.asme.org/Inquiry

5ing Revisions. Revisions are made periodically to the Standard to incorporate changes that appear neceq
ble, as demonstrated by the experience gained from the application of the Standard: Approved revisions w
d periodically.

mmittee welcomes proposals for revisions to this Standard. Such proposals should be as specific as posg
b paragraph number(s), the proposed wording, and a detailed description of the reasons for the prop|
b any pertinent documentation.

5ing a Case. Cases may be issued to provide alternative rules when justified, to permit early implementati
ved revision when the need is urgent, or to provide rules not eovered by existing provisions. Cases are effe
tely upon ASME approval and shall be posted on the ASME Committee web page.

5ts for Cases shall provide a Statement of Need and Background Information. The request should identif;
and the paragraph, figure, or table number(s), and be*written as a Question and Reply in the same form
Cases. Requests for Cases should also indicate the applicable edition(s) of the Standard to which the prop
lies.

retations. Upon request, the V&V Standards:€Committee will render an interpretation of any requirement
.Interpretations can only be rendered in résponse to a written request sent to the Secretary of the V&V Stand|
Ee.

5ts for interpretation should preferably be submitted through the online Interpretation Submittal Form,
ccessible at http://go.asme.org/InterpretationRequest. Upon submittal of the form, the Inquirer will receiy
c e-mail confirming receipt,
nquirer is unable to use(the’online form, he/she may mail the request to the Secretary of the V&V Stand
ee at the above address. The request for an interpretation should be clear and unambiguous. It is further
ed that the Inquirerssubmit his/her request in the following format:

Cite the applicable paragraph number(s) and the topic of the inquiry in one or two w
Cite the applicable edition of the Standard for which the interpretation is being reque

Phrase the question as a request for an interpretation of a specific requirement suitabl
general understanding and use, not as a request for an approval of a proprietary desig
situation. Please provide a condensed and precise question, composed in such away t
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Background Information:

“yes” or “no” reply is acceptable.

entering replies to more than one question, please number the questions and rep

Provide a proposed reply(ies) in the form of “Yes” or “No,” with explanation as needed. If

lies.

Provide the Committee with any background information that will assist the Committee in

understanding the inquiry. The Inquirer may also include any plans or drawings that are
necessary to explain the question; however, they should not contain proprietary names or

information.
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Requests thatare notin the format described above may be rewritten in the appropriate format by the Committee prior
to being answered, which may inadvertently change the intent of the original request.

Moreover, ASME does not act as a consultant for specific engineering problems or for the general application or
understanding of the Standard requirements. If, based on the inquiry information submitted, it is the opinion of
the Committee that the Inquirer should seek assistance, the inquiry will be returned with the recommendation
that such assistance be obtained.

ASME procedures provide for reconsideration of any interpretation when or if additional information that might affect
an interpretation is available. Further, persons aggrieved by an interpretation may appeal to the cognizant ASME
Committee or Subcommittee. ASME does not “approve,” “
devie, or activity.

» o«

certify,” “rate,” or “endorse” any item, construction, proprietary

Afttending Committee Meetings. The V&V Standards Committee regularly holds meetings and/or telephong confer-
encds that are open to the public. Persons wishing to attend any meeting and/or telephone conference should cgntact the
Secretary of the V&V Standards Committee. Future Committee meeting dates and locations can’be found on the
Committee Page at http://go.asme.org/VnVcommittee.
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PREFACE

The ASME V&V 10 Subcommittee on Verification and Validation (V&V) in Computational Solid Mechanics is creating a
family of standards that together present a comprehensive picture of the standards and practices governing this process.
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ME V&V 10-2006, Guide for Veritication and validation in Computational Solid Mechanics, was the Hrst editl
kV 10. Intended as an overview of V&V, it also included background material and definitions necessai
nd the other standards in the series. It contains definitions of key terms associated with V&V, and it proy
pr the role of V&V in engineering as well as an overview of key aspects of application. ASME V&V-10+42019 i
sion of that Guide. Since publication of the first edition, the field of V&V has matured to the pointthat ASME
has been changed from “Guide” to “Standard.”

ME V&V 10.1-2012, An Illustration of the Concepts of Verification and Validation iniComputational §
s, is a follow-on publication that illustrates the steps in the V&V process described in ASME V&V 10-2
a worked example. This Standard is intended to provide a more concrete look-at how to translatg
bf V&V 10-2019 into the reality of an engineering project.

ME V&V 10.2 is currently under development with the working title The Role’of Uncertainty Quantificati
on and Validation of Computational Solid Mechanics. This Standard is intended to take a deeper look a
ce of uncertainty quantification (UQ), types and characterization of dncertainties, introduction to UQ nj
5, and how UQ is applied during each phase of the V&V process.
ME V&V 10.3 is currently under development with the working title The Role of Validation Metrics in Verifica
ation of Computational Solid Mechanics. This Standard is intendéd to provide a primer of mathematical mej
re the difference between calculated results and either analytical or semianalytical solutions (in the case of
on) or experimental measurements (in the case of validation).

s are encouraged to begin with ASME V&V 10-2019 as jtlays the groundwork, but may find a concurrentrea
V&V 10.1-2012 beneficial, as it closely follows the V&V'process described through an example. ASME V&V
E V&V 10.3 should be read subsequent to ASME\V&V 10-2019, as the foundation of ASME V&V 10-20
y to understand the significance of the deepertreatments in ASME V&V 10.2 and ASME V&V 10.3.
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ASME V&V 10-2019

STANDARD FOR VERIFICATION AND VALIDATION IN
COMPUTATIONAL SOLID MECHANICS

1 EXECUTIVE SUMMARY

Pilogram managers need assurance that computational models of engineered systems are sufficiently ac
support programmatic decisions. This Standard provides the technical community — engineers, scient
program managers — with guidelines for assessing the credibility of computational solid mechanics (CSM)

Vgrification and validation (V&V) are the processes by which evidence is gathered to determine the accurg
computer model for specified conditions. These accuracy results, along with uncertainty quantification (UQ), ¢
to the determination of the credibility of the model for the conditions of its intended.tise.

Pijofessional organizations differ in their definitions of V&V. The American Society:ef'Mechanical Engineer
V&V|10 Subcommittee on Verification and Validation in Computational Solid Mechanics has chosen definitions c
withl those published by the Department of Defense (DoD) (ref. [1]) and by thé American Institute of Aerona
Astrpnautics (AIAA) (ref. [2]). Verification assesses the numerical accuracy of‘@’computational model regardlg
phygics being modeled. Both code verification (addressing errors in the seftivare and numerical algorithms) an
tion|verification (estimating the numerical errors due to under-resolved discrete representations of the math
model) are addressed. Validation assesses the degree to which the computational model is an accurate represer
the physics being modeled. It is based on comparisons between numerical simulations and relevant experimentd
Validlation is essential in assessing the predictive capability of the model in the physical realm of interest, an
addtess uncertainties that arise from both experimental and*computational procedures.

Ag shown in Figure 2.3-1, the general V&V process begins with a statement of the intended use of the m
pertjnent information about the system being modeled so'that the relevant physics are included in both the mods¢
riments performed to validate the model. Modeling and experimental activities are guided by the response q
erestand the accuracy requirements for the intended use. Experimental outputs intended for validation fo
-level to system-level tests should, whenever possible, be provided to modelers only after verification
erical simulations for those outputs haye been performed.
ally, the V&V process for a particular application ends with acceptable agreement between model predic
rimental outputs, after the unceftdinties in both have been taken into account. If the agreement between nj
riment is not acceptable, an assessment should be performed to determine why agreement was not met anj
, the processes of V&V repeated by updating the model and performing additional experiments. Successfu

Once the validation process is successfully completed, the model should be assessed to determine if its pj
capdbility, including relevant uncertainties, is adequate for conditions where no experimental data are availal
most models are developed for use where experimental data are not available, predictive capability must addres
widgr range of uticertainties than validation. This Standard introduces the concept of predictive capability but dd
into|detail because of the early stage of development of this field.

Fipallgz-itis important to document all V&V activities. In addition to preserving the compiled evidence of V§
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menjtation records the justifications for important decisions such as selecting primary response quantities an

accuracy requirements. Documentation thereby supports the primary objective of V&V: to build confidence in the predic-

tive capability of computational models.

The guidance provided herein will enable managers and practitioners of V&V to better assess and enhance the cred-
ibility of CSM models. Upon reading about the process described in this Standard and illustrated in ASME V&V 10.1-2012,
engineers may be left with the sense that the real-world constraints of the engineering environment (i.e., schedule and
budget) do not allow for sufficient project scope to complete the V&V process to a satisfactory level of rigor. Users of this

Standard are nonetheless encouraged to provide a V&V foundation for their engineering calculations and ide
associated uncertainties and risks.

ntify any
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The ASME V&V 10 Subcommittee recognizes that program needs and resources vary and that the application of the
guidance provided herein to specific cases must accommodate budget, schedule, and risk considerations. This Standard
explains the principles of V&V so that practitioners can better appreciate and understand how decisions concerning V&V
can affect their ability to assess and enhance the credibility of CSM models. It is the assertion of the ASME V&V 10
Subcommittee that some assessment of and improvement to credibility is better than none at all. The time and
budget spent on V&V/UQ should be judged based on how much influence modeling and simulation have on the
cost, design, safety, and reliability of the system being analyzed, as well as the magnitude of the detrimental consequences
resulting from not meeting requirements relative to these aspects.

The V&V 10 Subcommittee advises users of this Standard to exercise caution when using statements such as “This
model hds been validated” or "This is a validated model.” These statements raise questions such as “To what experiméntal
measurements was the model compared? Over what set of conditions? With what model and data uncertainties?To/fvhat
level of accuracy? Validated to what intended use?” In fact, there is much more value in that set of questions than i the
original $tatements. Perhaps as more and more engineers and stakeholders ask these questions of their-ewn computa-
tional reyults, V&V will become part of standard engineering practice. This will help change the professional cultufe so
that V&V/UQ analyses are integrated into the project planning phase and considered inseparable-from modeling| and
simulatign.

2 INTRDDUCTION

CSM plays an increasingly important role in the design and performance assessment-of engineered systems. Auto-
mobiles, faircraft, and weapon systems are examples of engineered systems that have become more reliant on computa-
tional m¢dels and simulation results to predict their performance, safety, and reliability. Although important decidions
are madgbased on CSM, the credibility (or trustworthiness) of these models and simulation results is not often questipned
by the ggneral public, the technologists who design and build the systems, orthe decision makers who commission their
manufacfure and govern their use.

What is the basis for this trust? The public and decision makers do tehd'to trust graphical and numerical presentations
of resultf that are plausible and make sense, but their trust is founided on faith in the knowledge and abilities of the
engineerfs and scientists who develop, exercise, and interpret, the models. Those responsible for the computational
models #nd simulations on which society depends so heavily are, therefore, keepers of the public trust with an
abiding fesponsibility for ensuring the veracity of their simulation results.

Engingers and scientists are aware that the computational models they develop and use are approximations of reality
and that fhese models are subject to the limitations ef available data, physical theory, mathematical representations| and
numericjl solutions. Indeed, a fundamental approximation in solid mechanics is modeling the nonhomogeneous mjcro-
structur¢ of materials as a mathematical homogeneous continuum. Another approximation that is commonly made
includes|assuming the sections of a beam remain plane during bending. Additionally, a significant approximdtion
that mugt be made is the characterization of complex material behavior subject to extreme conditions. The uge of
these approximations, along with their’attendant mathematical formulations and numerical solution techniques,
has proved to be a convenient and-acceptably accurate approach for predicting the behavior of many engineered sfruc-
tures.

Modelprs need to ensure thattheir approximations of reality are appropriate for answering specific questions apout
engineerjed systems. The primary goal for the modeler is to establish that the accuracy of the computational model is
adequatg for the model’sintended use. The required accuracy is related to the ability of a simulation to correctly ansyer a
questionf—ranging from'a qualitative question that requires a simple “yes” or “no” response to a quantitative quegtion
thatreqyires a numnerical value in response. Accuracy requirements vary from problem to problem and can be influepced
by publi¢ perception and economic considerations as well as by engineering judgment.

The trith efia scientific theory, or of a prediction made from such a theory, cannot be proved using deductive lpgic.
Howevel, seiéntific theories and subsequent predictions can and should be tested for trustworthiness by the accunpula-
tion of evidence. The evidence collected, corroborative or not, should be organized systematically through the processes
of computational model V&V. V&V/UQ addresses the issue of trustworthiness by providing a logical framework for
accumulating and evaluating evidence and assessing the credibility of simulation results to answer specific questions
about engineered systems.

2.1 Purpose and Scope

The purpose of this Standard is to provide the CSM community with a common language, a conceptual framework, and
general guidance for implementing the processes of computational model V&V. To this end, this Standard includes a
glossary of terms, figures illustrating the recommended overall approach to V&V activities, and discussions of factors that
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should be considered when developing and executing a V&V program. In creating this Standard, the ASME V&V 10
Subcommittee benefited from the earlier contributions to the field of V&V by other groups, especially AIAA
(ref. [2]), as well as by Oberkampf et al. (ref. [3]) and Thacker et al. (ref. [4]).

Three related documents (see Preface) have been or are in the process of being generated that provide details not
presented in this overarching Standard. ASME V&V 10.1 describes a simple example of V&V to illustrate some of the key
concepts and procedures presented in this Standard; ASME V&V 10.2 will address uncertainty within the V&V process;
and ASME V&YV 10.3 will provide an in-depth description of some of the metrics that can be used for validation compar-
isons and how to apply them.

To maximize the value to the engineering community, the ASME V&V 10 Subcommittee chose to write this Standard
fron] the perspective of V&V for high-consequence computational predictions of complex engineering systems. However,
the guidance provided here is also appropriate for simple applications, though it is understood that smallerbudgets and
lowgr risks will reduce the scope of the V&V effort. While the concepts and terminology presented here-arelapplicable to
all applied mechanics, the focus is on CSM.

2.2 |General Concepts of V&V

2.p.1 Definitions. Some basic terms that provide the basis for the rest of this Standard\include
(a) Code. A code is the computer implementation of algorithms developed to facilitate the formulation and approx-

(W) Model. A model is the representation of a system, phenomena, or process under specific physical conditjons. The
(c) Simulation Results. Simulation results are raw or processed calculations_obtained by running the compptational

(d) Verification and Validation. The terms “verification” and “validation” have been used interchangeably fn casual
convyersation as synonyms for the collection of corroborative evidence. The definitions used in this Standard afe largely
condistent with those published by the DoD [ref (1)] and the AIAA" [ref. (2)].

(1) Verification is the process of determining that a computational model accurately represents the uderlying
mathematical model and its solution.
(2) Validation is the process of determining the degrge to which the model is an accurate representation|of corre-
sponjding physical experiments from the perspective of-the intended uses of the model.

Adlditional terms that form part of the shared language for V&V as used herein are found in Mandatory Appendix I.

In| essence, verification entails gathering evidenee to establish that the computational implementation of the math-
ematical model and its associated solution are'correct. Validation, on the other hand, entails comparing simulation
outfuts with experimental outputs to establish evidence that the appropriate and adequate models werq used to
ansyer the questions of interest and'to quantify the uncertainties within the process. Validation is fttained
throjugh meeting the criteria establishied specifically for determination of validation, i.e., acceptable agrepment is
obtalined.

methods used in the simulation and assesses the accuracy of the simulation with respect to available expdrimental
obsqrvations. The modelbuilder considers the model validated for those response quantities at the experiment Jocations
within the parameter‘space once predetermined requirements for demonstration of accuracy are met. For the|decision

in frontal

locatlons at which the model was validated. For some of those cases, the predicted response would be very far away from
the validation points, which are described in greater detail in para. 2.3. Scenarios farther away from the validation location
within the parameter space typically have a higher level of uncertainty and a corresponding lower level of confidence in
their predicted response. Requirements for accuracy and predictive capability would have to reflect the separation
between the validation points and the intended use point.

A detailed specification of the model’s intended use should include a definition of the criteria by which the model’s
predictive capability will be assessed. The criteria should be driven by application (i.e., intended use) requirements. For
instance, in the previous example, 20% accuracy at the validation points is based on consideration of how the predictions
will be used. Although criteria and other model requirements may have to be changed before, during, or after validation
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Figure 2.3-1 Elements of V&V/UQ Activities
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ents of the entire system, it is best to specify validation criteria prior to initiating model-development
bntal activities in order to establish a basis forydefining how “good” is good enough.

high-consequence engineered systems, theinitial planning should be done by a team of experts. The V&V
e prepared before any validation experiments are performed, because it should guide how the validation test
d and define the specifications of those tests. The plan should include, at a minimum, the following:
Hetailed specification of the inténded use of the model to guide the V&V effort

letailed description of the full physical system and the hierarchy into which the system has been decomp
b the behavior of the system’s parts both in isolation and in combination

ist of the experiments-to-be performed for both calibration and validation

formation about howtheV&V approach relates to program factors such as schedule, cost, and available resoy
nsiderations in developing the V&V plan are discussed in Section 3, following presentation of the V&V appr
ess.

eral Concepts of Predictive Capability

tion_is-defined herein as the use of a model to calculate a response where the modeler does not know

rommended approach to model V&V emphasizes the need to develop a plan for conducting the V&V program.

and
For

plan
5 are

sed,

rces
bach

to experi

entaloutputs. By this deflnltlon a predlctlon can be made either durlng the vahdatlon processand then comp

be, available. In the valldatlon process shown in Figure 2.3-1, the Modeling and Slmulatlon Activities produce 51mulat10n
results and the Experimental Activities produce experimental measurements. The process of validation compares the
simulation results to the experimental measurements using a validation metric to quantify the difference between the
two. Once acceptable agreement is attained (i.e., a validated model has been obtained), that model may then be used to
generate simulation results for input conditions that are different from what has been tested. This illustrates the defini-
tion of a prediction without experimental results referred to above, and is clearly separated from the simulation perfor-
mance that occurs during the validation process.
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Figure 2.3-2 Relationship Between Validation Points, Validation Space, and Intended Use Domain

Validation space Validation point

A
valig
asso
whe
shad
simi
illus

G
mak
dim
the d
not
the

M
use”
of p

(a

(b
(¢

Intended use
domain

Input Parameter 2

Input Parameter 1

model is validated against experimental results at a specific set of input conditions, which can be referred
ation point. The input conditions are generally_uncertain; therefore, the validation point will have un
ciated with it as well. This concept is illustrated in Figure 2.3-2 for the case of a two-parameter inp
e the validation points are represented by, solid black dots and the associated input uncertainties by c
ed ellipses. The region encompassed by.the validation points is defined as the validation space and is con
ar to an interpolation region in regression analysis. The boundary of this space, marked by dashed linesin t
frates the extent of the parameter Space that has been experimentally investigated.

nerally, the parameter space isfar-more than two dimensions, creating a high-dimensional validation spacg

bnisional spaces are typically nonintuitive and difficult or impossible to visualize. It can also be difficult to d
orrelation structure ofalarge number of input parameters in high-dimensional spaces. There are other unce
hown in this figure;forexample, the uncertainty in the measurement of the system response and the unce
balidation metric:
pdels are typically-developed to make predictions over a range of input conditions. In general, there is an
domain, and the validation points can fall inside or outside of this domain. From a qualitative standpoint, the
redictions,made with the model depend on the

assumptions and approximations made in the formulation of the mathematical model

ntmber and location of the validation points relative to the location of the intended use domain

degree of uncertainty associated with measurement of the system response at each validation point

to as the
Certainty
1t space,
ncentric
Ceptually
he figure,

that can

e it difficult to determine where’a point of consideration is with respect to the entire validation space. Sfich high-

Ptermine
rtainties
[tainty in

ntended
Accuracy

(d) input uncertainties that exist in the intended use domain

Engineering experience or intuition may suggest that predictions within the validation space are more reliable than
predictions made outside the validation space. How to mathematically quantify this is problematic because the reliability
of predictions depends on how quickly the system response changes away from the validation points, yet for many well-
behaved problems this suggestion holds true.

How predictive accuracy relates to reality is represented in Figure 2.3-3. The graph shows the prediction (“Model”) and
the actual system response (“Reality”) as functions of a single input parameter. A single validation point is shown as well
as a single intended use condition. Input parameter uncertainty is shown for both points; however, the validation condi-
tion uncertainty is typically smaller than our knowledge of the intended use condition uncertainty. The highest levels of
model accuracy typically occur at the validation points. As one moves away from the validation points, the confidence in


https://asmenormdoc.com/api2/?name=ASME V&V 10 2019.pdf

ASME V&V 10-2019

Figure 2.3-3 Depiction of the Increase in Uncertainty for Model Predictions Away From Validation Points
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l accuracy commonly decreases, as would be expected. The divergence between the predicted response an

ic bias in the model and random variability in the input data. While a more reliable prediction should be pos
e validation space (as suggested by engineeringexperience or intuition), it is not guaranteed. A compreher
jation of the uncertainties of the problem, including both experimental and modeling, are key in determinin
e accuracy of the model.

cision maker using the simulation reSults must factor in the potential adverse consequences if the predi
y proves to be unreliable relative to.the requirements of system performance, safety, and reliability. T
consequences could be associated with corporate liability, loss of potential future business, environmg
nd public safety. This higher:level decision-making process is beyond the scope of this document and|
dressed further.

eling Complex-Systems

real-world-physical systems that would be the subject of model V&V are inherently complex. To address
ty and prépare a detailed description of the full system, itis helpful to recognize that the system being model
cal in‘nature. As illustrated in Figure 3.1-1, the hardware of a physical system is typically composed of sul
ich.contain assemblies. Each assembly consists of two or more subassemblies; a subassembly, in turn, consis
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be validated. The top-level validation case in Figure 3.1-1 can be viewed as any level of a real physical system. For example,
it could be a complete aircraft, or it could be the wing of an aircraft. If an aircraft is the top-level validation case, it might be
composed of subsystems such as the propulsion system, the structure/body, the control system, and the passenger
system. Considering the structure as a subsystem, it might be composed of assemblies like the propulsion structure,
the nose section, the wings, the fuselage, and the tail section. Similarly, an assembly such as the wings might contain
subassemblies like the airfoil and the wing control surface, each of which is composed of components. Each of these
subsets at all levels of the hierarchy can be considered a validation case that could be subjected to the validation process.
In terms of V&V, the requirements for the model for the top-level validation case, as well as for all lower levels, depend on
the intended use of the model.
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Figure 3.1-1 Hierarchical Structure of Physical Systems
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3.2 |Hierarchical Approach to V&V

Atop-down decomposition of the physical system into its hardware constituents, as discussed in para. 3.1, is|the basis
for developing a model of this system. However, the recommended approach to V&V is to develop such a hierdrchy and
then'work from the bottom up, beginning at the lowest tier (i.e3the componentlevel), to identify and describe thg physical
phemomena at each level that must be accurately simulated with the model. This bottom-up approach recognjzes that,
while some of the physical responses of components may be representative of a single physical phenomenon|(such as
deformation, natural frequencies, or buckling loads);at higher levels of the hierarchy, interaction effects not exHibited by
the Individual components are likely (such as effects of frictional interfaces and joints). For example, a mpdel of a
subgdssembly consisting of a welded automobile frame could introduce behavior that is not present when ipdividual
strufs are modeled separately.

Buiilding a model from the bottom up will result in a multitiered set of individual models (a system-level modl and its
embledded submodel[s]) and form the:basis for defining validation experiments that need to be conducted at edch tier of
the Rierarchy to ensure that the constituent models at each particular tier function appropriately. Models for conjponents,
subgssemblies, assemblies, and subsystems that have been validated previously can and should be reused if the fesponse
mechanisms they have exhibited and the predictive accuracy they have demonstrated clearly meet the requirgments of
the hew system.

Figure 3.1-1 depicts.ah.overview of the hierarchical approach to validation. The figure identifies the models that could
be cpnstructed at each'tier, and highlights one potential path through the hierarchy starting with the “Alumihum Box
Strufture” at the\component level and culminating with the “Aircraft” at the complete system level. In this pxample,
validation ofthe system model will be achieved by consensus of the program experts if the responses of the fomplete
vehifle in Jaboeratory or field experiments are successfully predicted.

The highest-tier validation experiments are typically either special cases of the expected operating conditions or
idealized versions of the real world system. It is important to complete V&V with computations and ex;jariments
at the system level to assess whether the bottom-up approach adequately considered complex nonlinear interactions
at all levels of the hierarchy (i.e., that the appropriate hierarchical decomposition was used). It may be tempting to
perform validation of system models directly from data taken from tests of the complete system without new or archived
validation at lower levels in the hierarchy. This can be problematic for a large number of components or if the subsystem
models contain complex connections or interfaces, energy dissipation mechanisms, or highly nonlinear behavior. If there
is poor agreement between the simulation results and the experiment, it is often difficult, if not impossible, to isolate
which subsystem model is responsible for the discrepancy. Evenif good agreement between calculation and experimentis
observed, it is still possible that the model quality is poor because of error cancellation among the subsystem models. A
better strategy is to conduct a sequence of experiments that builds confidence in the model’s ability to produce accurate
simulations at multiple levels in the hierarchy.
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3.3 V&V Activities and Products

Once the elements of the physical system’s hierarchy (whether one or many tiers) have been defined and prioritized, a
systematic approach can be followed for establishing and increasing confidence in model predictions through the logical
combination of hierarchical model building, focused laboratory and field experimentation, and uncertainty quantifica-
tion. This process is discussed in this subsection.

Figure 3.3-1 illustrates the V&V process, identifying important steps and showing the relationships between the
various aspects. This process assumes the hierarchy has been decomposed into individual validation cases and the
process will be repeated for each of those cases. The V&V exercise is employed whlle progressmg through the hierarchy
toward simation-ef-the-teplevelmedel-and idation-expe H Hecession-oef-a es-wil-gengrate
evidencq to assess confidence in subsequent predlctlons made using the top -level model for its lntended use.

Activifies are denoted by simple text, such as “Uncertainty Quantification”; the products of these activities:are high-
lighted in rounded boxes (e.g., the “Simulation Results” are the product of the “Calculation” activity). The outlines fof the
modeling and simulation and the physical experimentation branches parallel each other throughout the.process. Mod-
elers follpw the left branch to develop, exercise, and evaluate the model. Experimenters follow the right branch to ofptain
the relevpnt experimental results via physical testing. Modelers and experimenters collaborate thréughout the procdss in
developihg the conceptual model, conducting preliminary calculations for the design of experiments, specifying initial
and boupdary conditions for calculations for validation, and developing the validation expériments.

The prjocess shown in Figure 3.3-1 isrepeated for each element of every tier of the hierarchy (i.e., every validation dase)
in the sy$tem decomposition exercise discussed in para. 3.2, starting at the componentlevel and progressing upward to
the compllete system. In a bottom-up approach, both preliminary conceptual model deyvelopment and V&V planning for all
levels in fthe hierarchy, especially the system level, are performed before the main validation activities for compongnts,
subasserhblies, assemblies, and subsystems begin to establish any interdepéndencies that may exist. Results of pach
completd¢d validation case are incorporated into the V&V of the top-levelsystem, and then the next validation cafse is
addressqd. This loop is repeated until the complete system has been exercised through the process. At that poinf the
validation process is complete and simulations for conditions of intended use of the system model can be perforjned.

Abstrdction of each validation case into the conceptual model requires identifying the domain of interest, impoftant
physical|processes and assumptions, and response quantities of'interest. The abstraction essentially produceg the
modeling approach based on these considerations. It is-also intimately connected to the development of the
overall Y&V plan that establishes the validation requirements, including the types of experiments to be perforjmed
and the fequired level of agreement between the experimental outputs and the simulation outputs. Thus, this actfivity
is typically iterative and involves a combined effort by modelers, experimenters, and decision makers.

3.3.1 The Modeling and Simulation Branch~Through idealization, the modeler constructs a mathematical interpre-
tation ofjthe conceptual model. The resulting. mathematical model is a set of equations and modeling data that desqribe
physical [reality, including the geometric description, governing equations, initial and boundary conditions, constitiitive
equations, and external forces. During thé,subsequent approximation, implementation, and input definition activity, the
modelerdevelops the computational model, which is the software implementation on a specific computing platform df the
equationjs developed in the matheimatical model, usually in the form of numerical discretization, solution algorithms|and
converggnce criteria. The computational model includes numerical procedures, such as finite element or finite differ¢nce,
for solvihg the equation prescribed in the mathematical model with specific computer software.

Modelprs do not always,develop and implement equations to create new computational models; instead, they oftenh use
existing pnes (e.g., commercial codes, graphical user interfaces, etc.). It is important for modelers to consider the dteps
describefl herein whei using these existing computational models and carefully think about any potential challehges
arising frjom them¢The modeler must ensure that tools he or she has not personally developed are specifying the modgl he
or she r¢ally-intends.

In the|cede-verification assessment activity, the modeler uses the Computatlonal model to assess a separate spt of
problems-withktrewrselutens—Theseproblemstypteatly have mvehsimpler seometrytoadsand-beundaryeonditions
than the validation problems to identify and eliminate algorlthmlc and programming errors. This assessment activity is
applied not to the validation case, but rather to established problems with known solutions. In the subsequent calculation
verification activity, the version of the computational model used for the validation case (i.e., with the geometries, loads,
and boundary conditions typical of that problem) is used to identify sufficient mesh resolution to produce an adequate
solution, including the effects of finite precision arithmetic. Calculation verification yields a quantitative estimate of the
numerical precision and discretization accuracy for calculations made with the computational model for the validation
experiments. In the calculation activity, the modeler runs the computational model to generate the simulation results for
the validation case. The simulation results can also be post-processed to generate response quantities for comparison
with experimental results. A response quantity can be as simple as the maximum response for all times at a specific
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Figure 3.3-1 V&V Process
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location in the object being tested, or as complex as a fast Fourier transform of the complete response history at that
location.

In the subsequent UQ activity, the modeler should quantify the uncertainties in the simulation results that are due to
inherent variability in model parameters or lack of knowledge of the parameters or model form. The results of the
parameter and model-form UQ should be combined with those of the calculation verification to yield an overall uncer-
tainty estimate associated with simulation results. Response quantities of interest extracted from simulation results and
estimates of uncertainty combine to form the simulation outputs that are used for comparison with the experimental
outputs.

and how to construct it. The resulting experimental design is a set of material specifications, boundary conditions,initial
conditions, and instrumentation requirements that are necessary to observe and measure the effect that changes to ipput
variableg have on the solid mechanics behavior of the validation case. The purpose of validation experimentsisto prgvide
informatfion needed to assess the accuracy of the model; therefore, all assumptions should be understood,well defined,
and confrolled.

During the planning of the experiment, preliminary calculations (including sensitivity and ungértainty analyses) are
recommé¢nded to assist with the design of the experiment by, for example, identifying the most.effective locationg and
types of measurements required. These data should include not only response measuremefts, but also measurements
needed tp define model inputs and model input uncertainties associated with loading, initial¢conditions, boundary cqndi-
tions, etg.

The mpdeler and the experimenter should work together so that each is continuallyaware of assumptions in the mddels
or the experiments. By observing the preparations for the experiment, for example/the modeler may be able to détect
incorrect assumptions in the model. However, experimental results shouldnot be given to the modeler to predlude
inadvertpnt or intentional tuning of the model to match experimental results.

Implementing the experiment design into a validation experiment invelves setting up the physical articles, installing
instrumgntation, and confirming the setup. Instrumentation calibratioti\is the process of evaluating the accuracy of the
instrumgnt before and after the experiment. It is necessary to perfofm instrumentation quality assurance to ensur¢ the
correctnpss of the data collection process; this is similar to the*code verification performed on the modeling side of
Figure 3|3-1.

Instrumentation quality assurance is an assessment of whether the measurement system is acceptably accuratg and
repeatalle for its intended purpose. This is often called gage repeatability and reproducibility (gage R&R). When
conductdd properly, these studies identify the measurement variation attributable to various parts of the complete
measurement system, such as the instruments, tiejoperator, or the physical process under study. Performing these
studies helps identify the anticipated levels{of‘variation and, if those prove unacceptably high, target the areas
where ithprovements can be made. With adequate measurement systems, most of the variation would be expdcted
within the test article itself and not théteperator or the instrumentation. It is beyond the scope of this docurpent
to lay oyt specific instrument quality‘assurance and gage R&R approaches, but there is a wealth of resources|that
address fhis topic (ref. [5]).

Data afquisition involves theegllection of raw data from various instruments used in the experiment (e.g., strainf and
pressurg gages and high-speed-eameras) and the generation of processed data (e.g., time integrals, averages, of the
determiration of velocity fronrhigh-speed video). The experimental results can be transformed as necessary into experi-
mental quantities that are'more useful for direct comparison with simulation outputs. Multiple experiments are genefally
required to quantify uncertainty due to inherent variability.

Data quality assurance (Data QA) is an assessment of whether data captured during a validation experiment gre a
reasonaljle representation of what occurred during the experiment. Many different factors can cause discrepancies af this
stage of the process, including but not limited to loss of network connections, operator error, instrument saturation,
misalignment, and interference. Data QA represents a quality check on the data collected, not an in-depth analydis of
results. Many methods exist for providing basic checks on the quality and consistency of data and some of the most
effective are graphing or visualizing the data and searching for missing, out-of-range, or other impossible data, such as
error code in a numeric field or negative values in a timestamp. It is also important to search for outliers and other extreme
or improbable values not necessarily to eliminate them but to identify them as close to the time of capture as possible to
preserve context for further investigation.

Basic statistical summaries should be performed on the data to determine if the expected levels of variability exist. The
presence oflittle to no variability in experimental measurements can be an indicator of poor connectivity to or functioning
of experimental instruments. Statistical summaries before and after processing should be compared for consistency if
data aggregation from multiple devices, transformations, or other processing occurred.

10


https://asmenormdoc.com/api2/?name=ASME V&V 10 2019.pdf

ASME V&V 10-2019

The experimenter should next perform UQ to quantify the effects of various sources of uncertainty on the experimental
results. These sources include measurement error, design tolerances, manufacturing and assembly variations, unit-to-
unit fabrication differences, and variations in performance characteristics of experimental apparatuses. Experimental
outputs, which are the product of this UQ activity, will typically take the form of experimental results plus quantified
uncertainties as a function of time or load.

3.3.3 Assessing Agreement. Once experimental and simulation outputs for the actual test conditions have been
generated, the modeler and experimenter perform the validation assessment activity by comparing these two sets
of outputs.

The-metri a ombaring experimen nd-sim lon-outp AL he iteria-for meeting the reguirements

will have been specified during the formulation of the V&V plan. The essential result of model validation assessilent is the

The diamond symbol asking “Requirements Satisfied?” near the bottom of Figure 3.3-1 provides an ohjectiveldecision
for initiating improvements in the conceptual, mathematical, and computational models and injthe expgrimental

The block at the bottom of Figure 3.3-1 denotes that the process repeats for the next submodelto be validated|either at
the game tier or at the next higher tier of the hierarchy. Thus, as V&V is performed, the results of the componlent-level
activities (including the uncertainties) are aggregated and propagated to the next highertiet,of the hierarchy,and soonup
to the full-system level. Once all of the validation cases have been addressed (i.e., validation performed at all leviels of the
hierfirchy that were specified in the validation plan), then the validation process for,that specified hierarchy is djomplete.

3.4 |Development of the V&V Plan

A V&V program should be thoughtfully planned before the major activities in model development and experinjentation
are ]nitiated. In particular, it is essential to define the requirements for system-level validation in the V&V|plan.

3.4.1 Validation Testing. In many instances, the most difficultspart of V&V planning is establishing the relgtionship
between the validation experiments and the intended use cases.Itymay not be possible either to test the complefe system
or t test subsystems and assemblies over the full range of conditions of interest. For example, when modgling the
response of a complete aircraft, it is unlikely that all ofithe important response quantities will be availabjle for all
of the flight conditions of interest. Still, a plan that definies the set of conditions for which the systems, suljsystems,
and pssemblies should be tested at validation conditions of interest should be developed by a consensus of expetfts. These
conditions must be balanced by what is achievable with the given resources and time constraints.

3.4.2 Selection of Response Quantities. Complex physical systems and their corresponding model simulafions can
encqmpass an enormous array of response.quantities. Because only a limited number of measurements can b made in
validation experiments, it is importantto identify the response quantities of interest before the experiments are designed
or tHe models developed. The selection of which response quantities to measure and compare with predictions ghould be
driven by application requirements:At the system level, this may require product safety or reliability paramefers to be
defihed in engineering terms/For example, occupant injury in automobile crashes may be related to occupant-fompart-
menjt accelerations and protrusions, and thus those quantities should be measured and predicted. The appropriate
resplonse quantities of thie other levels of the system hierarchy depend on how their responses affect the critical quantities
of thle system response;Specifications should also be made for the metrics used for comparisons of outputs, such as root-
meah-square differences of simulation and experimental acceleration histories.

3.4.3 Accuracy Requirements. The accuracy requirements for predicting the response quantities of interes{ with the
system-levél.model are based on the intended use and may rely on engineering judgment or a formal risk|analysis.
Spedification of accuracy requirements allows the question of acceptable agreement to be answered quantitatiyely. Only
with a€euracy requirements can the decision be made to accept or revise a model. Without accuracy requirenjents, the
question of "How good 1s good enough? cannot be answered.

System-level accuracy requirements are used to establish accuracy requirements for each submodel in the V&V hier-
archy. These requirements should be established such that models for subsystems, assemblies, subassemblies, and
components are refined at least to the degree required to meet the accuracy goal of the system-level model. A sensitivity
analysis of the complete system can be used to estimate the contribution of each model; the estimated contributions can
then be used to establish commensurate accuracy requirements. It is reasonable to expect that the accuracy requirements
for component behavior will be more stringent than the accuracy requirements for the complete system, due to the
simpler nature of problems at the component level and the compounding effect of propagating inaccuracy up through the
hierarchy. For example, a 10% accuracy requirement might be established for a model that calculates the axial buckling
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strength of a tubular steel strut in order to achieve 20% accuracy of the collapse strength of a frame made of many such
components.

3.5 Documentation of V&V

[t is important to document both the rationale and the results of V&V not only for the current intended use but also for
future potential uses. V&V allow a knowledge base to be built from the various levels in the hierarchy and then reused in
subsequent applications. For example, in many applications, derivative or closely related product designs are used in the
development of future designs. If a thorough execution and documentation of hierarchical V&V has been performed for
the modelofthe basic design, many of the hierarchical elements for V&V of the madel for the derivative design might be
reusable] In this way, the value of investment in hierarchical V&V can be leveraged to reduce V&V costs for future projects.
Documentation also provides the basis for possible limitations on reuse and thus prevents unjustifiable extrapolatjons.
The V&V documentation should be comprehensive, self-contained, retrievable, and citable.

3.6 Overview of Subsequent Sections

Sectiofs 2 and 3 have outlined the basic principles and characteristics of a careful and logical approach to implementing
model V&V for CSM. The guidelines for accomplishing the various activities in V&V form the contents of sections 4 through
6. Model[development activities are the focus of section 4. In section 5, the two assessment activities of code verification
and calcyilation verification are described. Section 6 discusses the experimental and agsessment activities involved in
validating a model. The concluding remarks in section 7 identify issues that need to be addressed so that V&V for CSM can
evolve into a more robust and quantitative methodology. The concluding remarks arefollowed by a glossary of V&V t¢rms
(Mandatpry Appendix I) and references (Mandatory Appendix II).

4 MODEL DEVELOPMENT

This sgction describes the activities involved in computational model development, starting with formulating the
conceptyal and mathematical models and then revising these modelsiduring V&V and, finally, quantifying the uncertginty
in the requlting model. Model development activities begin with thie;lassumption that the validation case, the intended use
of the mjpdel, the response quantities of interest, and the acéuracy requirements have been clearly defined for|that
particuldr model. There will be some interplay between\the development of the conceptual model and the V&V
plan. In general, the system model (conceptual to computational) is built up from subsystem, assembly, subassembly,
and component models, as illustrated in Figure 3.1-1. At the highest level of the hierarchy, the “validation case” within
Figure 3(3-1 is the real-world system, assuming: that the experiment is conducted with the goal of model validation.
Howevel, as discussed in para. 3.4.1, this is commonly not possible. In that situation, it is necessary to explicitly includp the
estimatef uncertainty in the prediction and'rely on the predictive capability of the simulation.

Figurel4-1 illustrates the path from a conceptual model to a computational model. An example of a conceptual modglisa
classic Bernoulli-Euler beam with the.assumptions of elastic response and plane sections. This conceptual model cdn be
describefl with differential calculus and other mathematical assertions to produce a mathematical model. The equations
can be sdlved by various numerjcal.algorithms, but in CSM they are typically solved using the finite element method| The
numericjl algorithm is programymed into a software package, here called a “code.” With the specification of physical and
discretizhtion parameters, the’computational model is created.

4.1 Conceptual Modet

Case.
1l be
hics-
5 the
appropriate level of detail, and is expected to produce results with adequate accuracy for the intended use. Essentially, it
defines the modeling approach.

The formulation of the conceptual model is important to the overall model-development process because many funda-
mental assumptions that influence interpretation of the simulation results are made at this stage. These assumptions
include the

(a) determination of how many separate parts or components will be included in the model

(b) approach to modeling the material behavior

(c) elimination of unimportant detail features in the geometry

(d) selection of interface and boundary types (e.g., fixed, pinned, contact, friction, etc.)
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Figure 4-1 Path From Conceptual Model to Computational Model
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If pn important mechanical phenomenon is omitted from the conceptualarodel, the resulting simulations might notbe
adequate for the intended use of the model.

An essential step in developing the conceptual model is to identify<which physical processes within the validation case
are gnticipated initially to have significant effects on the system’s.résponse. Likewise, it is important to ident{fy which
phyjgical processes do not have a significant effect and to note thatsuch mechanics will be ignored in the conceptupl model.
Identifying the essential physical processes will help to ensure.that the computational model sufficiently reprefents the
mechanics involved and does not waste computational effert modeling physical effects that do not affect the fesponse
quartities of interest. Development of the conceptualaiddel also requires knowledge of the range of operating envi-
rontpents that are relevant to the model’s intended use. The environments affect choices in the modeling, such agwhether
to irjclude plasticity or thermal softening.

Résponse quantities are the characteristics of the response of the physical system that the computational modlel has to
predict for the intended use. They could iniclude characteristics such as the maximum tensile stress in bolts, [the peak
acceleration of the center of a floor, the avérage value of pressure in a chamber, the deflection of the center ¢f a glass
windlow, the modal frequencies of a radio tower, or the strain energy release rate at the tip of a fracture. Knowledge of the
resplonse quantities is important iri the conceptual modeling activity because interest in certain response quantjties may
inflyence decisions that are made during the mathematical and computational modeling activities. For example, if the

D
engi
—th
tion
the r

C
(ref.
exp{
inter 2
(e.g. hlgh medium, low) of the importance of each phenomenon to the system response quantltles of 1nterest Sample
entries in a PIRT are shown in Table 4.1-1. The PIRT can be used either to construct a conceptual model (starting from
scratch) or to prioritize the conceptual model of alarge general-purpose code that may have the ability to model hundreds
of phenomena, only a subset of which are relevant to the subject model.

At this stage of model development, the PIRT can include a qualitative judgment regarding the ability of either existing
or to-be-developed computational models to describe the physical processes accurately (see the last column in
Table 4.1-1). This information helps prioritize which physical processes will be investigated experimentally during
validation (i.e., it is part of the interplay between the development of the conceptual model and the development
of the V&V plan). For the example in Table 4.1-1, phenomenon B has a low priority for validation because it can
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Table 4.1-1 Phenomena Identification and Ranking Table (PIRT) Example

Importance to Level of Confidence
Phenomenon Type of Phenomenon Response of Interest in Model
A Interface High Medium
B Plasticity Medium High
C Loads Medium Low
D Fracture Low Low

already He modeled with high confidence. Similarly, phenomenon D has a low priority because of its low importance-t
model r¢sponse of interest.

4.2 Mathematical Model

The d¢velopment of the mathematical model consists of specifying the mathematical descriptions, of the mechs
represented in the conceptual model. In the mathematical model, principles of mechanics, the materialbehavior, inte
propertigs, loads, and boundary conditions are cast into equations and mathematical statements. For example, i
property of an interface between two bodies is to be described with Coulomb friction, the mathématical model wou
7 = uo, where

u = tlhe Coulomb friction coefficient

o= t{e normal stress

T = the shear stress

The specification of the mathematical model allows the model input parameters to be defined. The model i
parametprs describe the various user-specified inputs to the model, such as material constants, applied loads,
the Coulpmb friction coefficient in the previous example. The domain of interest can then be expressed in tern
these parameters. For example, if the application domain spegifies a range of applied loads, a specific parani

to yield the computational predictions (simulation results) of the system response. As defined herein, the computat
model includes the type and degree of spatial/discretization of the geometry (e.g., into finite elements), the temy
discretizption of the governing equations, the solution algorithms to be used to solve the governing equations, an
iterative|convergence criteria for the numerical solutions. With this inclusive definition, models employing solu
adaptive| mesh-generation methods arle defined by their adaptive control parameters.

the
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The cqmputational model can be ‘sithple or complicated, and it can employ in-house or commercial finite-eleent

softwarejto develop and solve the\numerical equations. The modeler may be tempted to jump directly from a geom
description of the validation caseto the development of a computational mesh, especially given the availability of hi
automatg¢d preprocessing software. Meshing, however, is not modeling. The modeler must understand the under
conceptyal model and mathematical model in order to understand the effects on the model outputs that are caused b
assumptjons and mathématical simplifications inherent in the computational model. Without this understanding,
difficult §o know whether the computational model is inadequate or inappropriate for the intended use. For example
modelermust cansider the type of boundary conditions to be imposed in buckling problems, because buckling result
sensitive to theend conditions used in the model.

ptric
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4.4 Mo

At some stage of modeling and simulation, the modeler may find that the computational model needs revisions to
achieve the desired accuracy or to account for new requirements. In a general sense, there are two classes of possible
revisions to the mathematical and computational models. The first class of revisions covers updates to parameters in the
mathematical or computational model that are determined by calibrating the computational model to experimental
results (e.g., apparent material parameters, modal damping coefficients for linear vibration, or friction coefficients
for a mechanical interface). The second class of revisions covers changes to the form of the mathematical or conceptual
model to improve the description of the mechanics of interest so that better agreement with the reference experimental

results can be achieved. The two classes of revisions are discussed in paras. 4.4.1 and 4.4.2.
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4.4.1 Updates to Model Parameters by Calibration. Revision by parametric model calibration is extensively used in
the field of linear structural dynamics to bring computational predictions into better agreement with measured response
quantities such as modal frequencies and mode shapes. This revision process is commonly known as “model updating,”
“model tuning,” “parameter calibration,” or “parameter estimation.” The process allows the most common sources of
modeling (and experimental) difficulties in linear structural dynamics — compliance in joints, energy loss/damping,
unmeasured excitations, uncertain boundary conditions — to be represented as simple mechanical models and calibrated
so that the global response of the computational model is in agreement with the experimental results. Calibration of the
model should be performed only after both code verification and calculation verification have been performed.

Parametric model calibration determines only the model’s fitting ability, not its predictive capability. A model cali-
bratpd to experimental results may not yield accurate predictions over the range of its intended use. This mean} that the
model should not be used as a calibration framework for some uncertain parameters if these parameters cantbe-dvaluated
in independent tests. Data used for model calibration must remain independent of data used to assess medel v@lidation.

The type of experiment used to determine the values of unknown or uncertain model input parametérs is generally
refefred to as a “calibration experiment.” The goal of a calibration experiment is distinct from the\goal of a vplidation
expgriment. The purpose of a calibration experiment is to generate values or quantified probability distribytions for
model input parameters under specific types of experimental conditions. For example, an optimization approadh may be
used to determine the parameter values using a computational model of the calibrationrexperiment and the measured
data| from the calibration experiment. In contrast to calibration experiments, validatioh.eXperiments are designed and
perfprmed to provide an independent, objective assessment of the predictive capabilities of the computationfl model.
Its a reality of modeling, given cost and schedule constraints, that model calibration is often performed afterfan initial
validation assessment has been made and the requirements have not been satisfied (as indicated in Figure 3.3-1)). That s,
the modeler finds a set of parameter values that provides acceptable agreément with the validation test data|but only
after failing to achieve that agreement with a prediction. Unfortunately, te'then assess predictive capability (outsfde of the
domjain of the validation referent data), subsequent validation against other independent experiments maj still be
necgssary. Any revisions to the parameter values after V&V are applied signifies new model-development actiyity, trig-

44.2 Updates to Model Form. The second class of modelrevisions consists of changes to the form of the cgnceptual
model and, in turn, the mathematical model and the computational model. Typically, the need to revise the modgl form is
obsqrved during the quantitative comparison activity, when some characteristics in the response of the structuge are not
congistent with the corresponding characteristics ofthe model output, and the differences are not attributable tp reason-

The following are among the many common(ypes of deficiencies in model form that can be responsible for iffaccurate

(d) two-dimensional models that cannot represent three-dimensional response effects
(h) inappropriate form for repreSentation of material behavior

pment of

ronciling
idns to the
el V&V.

analysis
lel input
parameters on the response quantities of interestusing technlques such asanalysis ofvariance (ref.[7]). When performed
before the computational model is validated (but not before it is verified), a sensitivity analysis can provide important
insight into the characteristics of that computational model and can assist in the design of experiments as part of the PIRT
process. Model sensitivities, however, must eventually be subject to the same scrutiny of V&V as the main parameters of
interest. As with engineering judgment or even the initial PIRT prioritization, unvalidated model sensitivities may be
wrong in magnitude or eveninsign (i.e,, “+” and “~,” or direction). Thus, model sensitivity analysis should be revisited after
model revision.
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Local sensitivity analysis is used to determine the character of the response quantities with respect to the input
parameters in a local region of the parameter space (i.e., in the vicinity of a single point). Finite difference techniques
or adjoint methods are used to determine the local gradients at points in the design space. Global sensitivity analysis is
concerned with some type of average behavior of the response quantities over a large domain of the parameters and is
often used to select a subset of the parameters for detailed local sensitivity analysis.

4.6 Uncertainty Quantification for Simulations

Validation for computational mechanics models must take into account the uncertainties associated with both simula-
tion results and experimental results The uncertainties associated with experimental results are discussed in section 6.
Throughput the modeling process (see the left branch of Figure 3.3-1), and especially during the UQ activity, all sigfiificant
sources ¢f uncertainty in model simulations must be identified and treated to quantify their effects on predictions made
with the|model. It is useful to categorize uncertainties as either irreducible or reducible.

4.6.1 Jrreducible Uncertainty. Also called “aleatory uncertainty,” irreducible uncertainty refers to inherent variations
in the physical system being modeled. This type of uncertainty always exists and is an intrinsic property of the system.
Examplef of irreducible uncertainty are variations in geometry, material properties, loading environment, and assembly
procedures. The inherent variability in model parameters is typically characterized by performingreplicate compornent-
level tests that cover the range of conditions over which the individual parameters will be exér¢iSed in the intended ujse of
the mod¢l. If no component-level validation testing is performed, estimates of the inherént variability in model pafam-
eters shguld be based on prior experience and engineering judgment. However, even-the most complete set off test
informatfion will not eliminate irreducible uncertainty, which can only be better quantified by means such as determining
a paramegter’s mean value, distribution, and distribution form (e.g., normal, ubiform, log-normal).

Using probabilistic analysis, inherent variability can be propagated through)the simulation to establish an expdcted
variabilify in the simulation output quantities. Sampling-based propagation methods such as Monte Carlo and I.atin
Hypercupe are straightforward techniques for propagating variability (ref. [8]). Sampling-based methods draw samnjples
from the|input parameter populations, evaluate the deterministic model using these samples, and then build a distfibu-
tion of the appropriate response quantities. Well-known sensitivity-based methods include the first-order reliability
method [ref. [9]), advanced mean value (ref. [10]), and adaptive’importance sampling (ref. [11]).

4.6.2 Reducible Uncertainty. Also called “epistemic uneértainty,” reducible uncertainty refers to deficiencies|that
result frgm a lack of complete information or knowledge.Two important sources of reducible uncertainty are statidtical
uncertaihty and model form uncertainty. Statistical uncertainty arises from the use of limited samples. For example, {f the
mean value of a material property is calculated with only two or three measurements of the material property, then the
mean value will contain statistical uncertainty, which can be reduced by considering additional measurements of the
material|property. Model form uncertainty refers to the uncertainty associated with modeling assumptions and apgrox-
imations| such as a constant parameter assumption (regardless of its assigned numerical value) in the partial differepntial
equationjs (PDEs). In other words, a patameter in an equation in the computational model could be defined as having a
constantjvalue, whereas in reality the'value of the parameter varies with time, temperature, or position. In general, model
form undertainty is extremely difficult to quantify, but some innovative approaches to this problem have been develpped

It is imjportant to document model development activities to facilitate reuse of the model. The documentation shjould
explain the rationale for model development (e.g., modeling assumptions) and describe the conceptual, mathematical,
nics
ould

5 VERIFICATION

The process of verification assesses the fidelity of the computational model to the mathematical model. The math-
ematical model is commonly a set of PDEs and the associated boundary conditions, initial conditions, and constitutive
equations. The computational model is the numerical implementation of the mathematical model, usually in the form of
numerical discretization, solution algorithms, and convergence criteria. Verification assessments consider issues related
to numerical analysis, software quality engineering (SQE), programming errors in the computer code, and numerical
error estimation. Verification should precede validation activities because verification deals with the numerical mapping
of the mathematical model into a reliable solution that is usable by engineers and scientists.
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Verification is composed of two fundamental activities: code verification and calculation verification. Code verification
ensures, to the degree necessary, that there are no programming errors in a computer code and that the numerical
algorithms for solving the discrete equations yield accurate solutions with respect to the true solutions of the PDEs.
Calculation verification estimates the numerical solution errors present in every simulation result; examples include
temporal and spatial discretization error, iterative error, and round-offerror. Calculation verification is also referred to as
numerical error estimation. References [14] and [15] discuss the differences between and emphases of code verification
and calculation verification.

Mathematically rigorous verification of a code requires proof that the algorithms implemented in the code correctly
approximate the underlying PDEs and the stated initial conditions and boundary conditions. In addition, it would also
hav¢ to be proved that the algorithms converge to the correct solutions of these equations in all circumstandes under
whigh the code is applied. Such proofs are not currently available for general purpose computational physics’$oftware.
Exequting the elements of code verification and calculation verification identified as necessary in this doetiment s critical
for Y&V, but not sufficient in the sense of mathematical proof (ref. [16]).

5.1 |Code Verification

The assessment activity of code verification can be logically segregated into the following two parts:
numerical code verification, which focuses on the underlying mathematical corre€tness and specific impjementa-
tion$ of discrete algorithms for solving PDEs
SQE or software quality assurance (SQA), which addresses such matters as configuration management, version

Alithough CSM code users are typically not directly involved in developing ahd producing the modeling software they
use, [it is important that these users provide feedback to the developers-toiensure that the best software engineering
ices are consistently employed for the codes they use. Otherwise,dinhécessary faults in the code may affedt simula-
tion|results intermittently and unpredictably.

5.1.1 Numerical Code Verification. The objective of numerical code verification is to verify that the numerical solution
algorithms are correctly implemented (programmed) in the code’and that these algorithms are functioning as intended.
Nunjerical code verification relies on careful investigations of topics such as spatial and temporal convergerjce rates,
iterdtive convergence rates, independence of numerical solutions to coordinate transformations, and appropriate preser-
vatign of symmetry related to various types of initial ahd boundary conditions. In CSM, the primary solution algorithms
are the finite-element method and the finite-differénce method. Although the formal (theoretical) order of acfuracy of
thesp algorithms may be known from power series expansions of the discrete equations, the observed order offpccuracy
can be different. Thus, an important part of codeverification is determining the observed order of accuracy of thq solution
algolithm, which is the rate at which the selution asymptotically approaches the exact solution as the discret|zation is
refirfed. This can be done by comparihg two or more computational results with different discretizations to|an exact
solufion and observing the rate of convergence.
Mpny factors can degrade the observed order of accuracy relative to the formal order of accuracy that is repqrted as a
mathematical feature of an algorithm. These factors include programming errors, insufficient mesh resolution tp achieve
the dsymptotic range, mixed accuracy issues, singularities, discontinuities, contact surfaces, mesh clustering, ingdequate
iterdtive convergence, aiid)over-specified boundary conditions (refs. [14], [17]). In verification, all of these repsons for
degradation in the ofder of accuracy are evidence of possible algorithmic or code errors and must be undg¢rstood.
The primary tasksin numerical code verification are defining appropriate test problems for evaluating the acfuracy of
the humerical algerithms and assessing the performance of these algorithms on the test problems. Numerjcal code
verification depends on comparing computational solutions to the “correct answer,” which is provided by gnalytical
solufions axhighly accurate numerical solutions for a set of well-chosen test problems. The correct answer to a physically
meahingful problem can only be known in a relatively small number of simple cases that generally exercise onlyja limited
portion o i e ique iving a math-
ematically exact solution to a closely related problem in order to exercise all aspects of the code that would be activated by
the physical problems of interest.

Because such cases assume a very important role in verification, they should be carefully formulated to provide a
comprehensive set of test problems for verification of the code.

Two points must be made regarding the paucity of good benchmarks for complex mathematical models. The first is that
some solutions are better than others; therefore, a hierarchy of confidence should be recognized. The following or-
ganization of confidence (from highest to lowest) for the testing of algorithms is similar to the one suggested in
the AIAA Guide (ref. [2]) and is advocated:

(a) exact analytical solutions (including manufactured solutions)
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(b) semianalytical solutions (reduction to numerical integration of ordinary differential equations [ODEs], etc.)

(c) highly accurate numerical solutions to PDEs

The second point is that some test problems are more appropriate than others, so application-relevant test problems
should be used. These test problems could be ones with which users have a great deal of experience, or they could be ones
that are constructed to address specific needs that arise when planning the verification activities.

Paragraphs 5.1.1.1 through 5.1.1.4 provide additional information on the kinds of tests and techniques employed in
numerical code verification.

5.1.1.1 Analytical Solutions. Two categories of analytical solutions are of interestin code verification. First, there are
those that-correspond to-plausible — if often greatly simplified — real-world physi econd,there are manufactiured
solutiong, which are defined and discussed in para. 5.1.1.2. “Physically plausible” the
mathematical model’s PDEs, with initial conditions and boundary conditions that can realistically be imposed, su¢h as
uniform pressure on a simply supported elastic plate. These solutions are sometimes exact (requiring only arithmetic
evaluatigns of explicit mathematical expressions), but are often semianalytical (represented by infinite series, conjplex
integralg, or asymptotic expansions). Difficulties can arise in computing any of these semianalytical selutions, espedially
infinite series. The modeler must ensure that when used for code verification, numerical error has,been reduced flo an
acceptable level.
For prpblems that allow analytical solutions, whether exact or semianalytical, pass/fail critéria can be stated in terths of
the following two types of comparison:
(a) thp agreement between the observed order of accuracy and the formal order of accuracy of the numerical mefthod
(b) thp agreement of the converged numerical solution with the analytical sol@tion using specified norms
When computational solutions are compared with analytical solutions, either the.comparisons should be examing¢d in
the regiojns of interest or the error norms should be computed over the entire sohition domain. The accuracy of each df the
dependeht variables or functionals of interest should be determined as part’of the comparison.

5.1.1.2 Method of Manufactured Solutions (MMS). The MMS is a techniique for developing a special type of analyftical
solution |(refs. [14], [18]). To apply it, the modeler prescribes solution functions for the PDEs and finds the foifcing
functionf that are consistent with the prescribed solution. That'is, the prescribed solution functions are insdrted
into the PDEs, and the equations are rearranged such that all. remaining terms in excess of the terms in the original
PDEs ar¢glgrouped into forcing functions or source terms. Initial conditions and boundary conditions are similarly derfved,
based or] the prescribed solution on the boundary. For example, for the simply supported plate problem, one dould
prescribg¢ a solution of displacements that requires a highly variable pressure distribution or even applied intgrnal
moment$. If this pressure and moment “forcing funetion” can be derived, it can then be applied using a computational
model fdr the plate, and the computed displacément field can be compared to the prescribed solution.
The advantages of the MMS are many. It can be-applied to a wide variety of highly nonlinear problems. It can test a large
number pf numerical features in the code, Such as the numerical method, the spatial-transformation technique for rhesh
generatign, the mesh distribution technique, and the correctness of algorithm coding (ref. [14]). The MMS provides a ¢lear
assessm¢nt because, unless there aré software errors, the computational results must agree with the solution us¢d to
derive the forcing function.
The MMS is not without its(disadvantages. In any nontrivial application of this method, the algebra and caldulus
required to derive the fore¢ing function can become very complex, and symbolic manipulation software may ¢ffer
the only|practical recourse: Using the MMS can also require special coding and compilation if the code doeq not
admit sgparate externally applied nodal forces for every degree of freedom at every node, each with its own fime
history. While the . MMS can efficiently highlight the presence of errors, it cannot point to the sources of these
errors apd cannét’identify mistakes in algorithm efficiency (refs. [14], [18]).

5.1.1.3 Numerical Benchmark Solutions. When analytical solutions cannot be found or derived, the only dther
option fgr bénchmark solutions is numerically derived ones. There are two distinct categories of highly accurate numer-
ical benchmark solutions. One category consists of solutions in which the PDEs have been reduced by similarity trans-
formations or other means to one or more ODEs that must be integrated numerically. The other category consists of
solutions in which the PDEs have been solved directly by numerical methods. The accuracy of such numerical benchmark
solutions has to be critically assessed to qualify them for use in code verification. For the numerical integration of ODEs,
well-established standard methods are available for assessing accuracy. In the case of numerically integrated PDEs, no
published solution can be considered a benchmark until the code used in producing that solution has been thoroughly
verified and documented. In addition, comprehensive numerical error estimation must be reported. Credibility will be
enhanced ifindependent investigators, preferably using different numerical approaches and computer software, produce
multiple solutions that agree. Using multiple independent sources for the solutions will mitigate the risk of errors in the
verification benchmark.
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5.1.1.4 Consistency Tests. Consistency tests can be used to verify numerical algorithms. Global as well as local tests
should be made for the conservation of mass, momentum, and energy (ref.[19]). An algorithm can satisfy the conservation
laws exactly, or it can satisfy the laws in the limit of infinite resolution; this distinction should be considered when
assessing the accuracy of an algorithm. Consistency tests can also be made that involve geometry (e.g., checking that the
same numerical solution is obtained in different coordinate systems or determining whether specific symmetry features
are preserved in the solution). Consistency tests should be considered complementary to the other types of algorithm
tests described herein for numerical algorithm verification. If they can be devised, consistency tests are especially impor-
tant because the failure of these tests indicates that there are unacceptable errors in the code.

e_Q i ngineering Q h QE p of code ification . that provide
ementa-
ce them.
Evidence of error-free software from SQE is a necessary element of verification. SQE determines whether the [software
systeém is reliable and produces reliable results on specified computer hardware with a specified software env‘lz"onment

e software implementation of the numerical algorithms is free of prog

(comppilers, libraries). To optimize its influence on code verification, SQE should be planned and\used during the devel-
opmlent of the software product, not as aretrospective activity for a fielded software implementation (ref. [20]). However,
feedpack from users to developers is highly encouraged.

5.2 |Calculation Verification

C4lculation verification is applied to a computational model that is intended to predict any simulation resujts. Thus,
each computational model developed in a validation hierarchy is subject to calculation verification. The goal of cdlculation
verification is to estimate the numerical error associated with the discretization. In most cases, exercising the gomputa-
tionfil model with multiple meshes is required to estimate this error. Anether source of error is mesh bias, wherein the
arrapgement of the elements can influence the results, especially if the mesh is coarse.

The two basic approaches for estimating the error in a numerical'solution to a complex set of PDEs are a priori and a
posteriori. A priori approaches use only information about the nunterical algorithm that approximates the partjal differ-
entidl operators and the given initial and boundary conditions:*A"posteriori error estimation approaches use all of the a
priofi information plus the results from two or more numerical solutions to the same problem that have differgnt mesh
dengities and/or different time steps (refs. [14], [21], [22]): The discussion here focuses on a posteriori error ¢stimates
becquse they can provide quantitative assessments -of humerical error in practical cases of nonlinear PDEs

5.2.1 A Posteriori Error Estimation. A posteriorierror estimation has primarily been approached using eitHer finite-
elenjent-based error estimation techniques (fefs. [23], [24]) or multiple-mesh solutions combined with Ri¢hardson
extrapolation and extensions thereof (ref [14]).

Tyvo fundamentally different types of finite-element-based discretization error estimators have been develdped. The
most commonly used are recovery methods, which involve post-processing of either solution gradients or nodalfvalues in
patches of neighboring elements..These provide direct error estimates only in the global energy norm; however, they
proyide ordered error estimates for specific field quantities of interest (i.e., the estimate improves with mesh refinement).

The second class of finite-element-based error estimators consists of residual-based methods. Like recovery methods,
residlual methods were originally formulated to provide error estimates in the global energy norm. Extensior] to error
estifates in responsg ‘ghiantities of interest, such as deflections or stresses, generally require additional §olutions
(ref|[25]).
Sipgle-mesh finite-element-based error estimates, when applicable, offer a great advantage by reducing meslj-genera-
tionland computational effort. However, the estimates require that the convergence rate be assumed. Calculation of an
obsqrved convergence rate always requires the generation of multiple meshes. The single-mesh a posteriori methods are
alsofimportant for finite element adaptivity, where both the spatial mesh density (known as h-adaptivity) and th¢ order of
the finite element scheme (known as p-adaptivity) can be adapted (refs. [23], [24]).

Standard Richardson extrapolation assumes that

(a) the observed order of accuracy (rate of convergence) is known

(b) two numerical solutions at different mesh resolutions have been computed

(c) both solutions are in the asymptotic convergence regime

To estimate a bound on the numerical error, the Richardson method then extrapolates to a more accurate value against
which to compare the original solution. Various elaborations of Richardson extrapolation use three or more meshes to
calculate an observed order of accuracy (refs. [6], [14]). The observed order of accuracy can be used to verify a theoretical
order of accuracy, test whether the solution is in the asymptotic regime, and estimate a zero-mesh-size converged
solution using extrapolation. A grid convergence index (GCI) based on Richardson extrapolation has been developed
and advocated to assist in estimating bounds on the mesh convergence error (refs. [14], [26]). The GCI can convert error
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estimates that are obtained from any mesh-refinement ratio into an equivalent mesh-doubling estimate. More generally,
the GCI produces an error-bound estimate through an empirically-based factor of safety applied to the Richardson error
estimate (refs. [6], [14]).

5.2.2 Potential Limitations. The assumption of smoothness in solutions (i.e., the absence of singularities and discon-
tinuities) underlies much of the theory of existing error estimation techniques and is quite demanding in estimating local
errors in the solution domain; however, this assumption does not prevent the use of an empirical approach to error
estimation based on observed convergence rates. Experience shows thatan empirical approach is more dependable when

more than three meshes are used with a least squares evaluation of observed convergence rates and when functionals
rather tl’\')h pninf values are considered

Singulprities and discontinuities commonly occur in solid mechanics; the crack tip singularity is an example.| The
difficulties of singularities and discontinuities are compounded in very complex conceptual models, where multiple
space anfl time scales may be important and very strong nonlinearities may be present. Ideally, calculation yerificgtion
should be able to confront these complexities. However, the “pollution” of particular regions of a caleulation by the
presencq of singularities such as shock waves, geometrical singularities, or crack propagation is a subject of concefn in
error esfimation (refs. [14], [24], [27]), and there is a lack of rigorous theory for guidance in, these situations.

Another complexity in numerical error estimation is the coupling that can occur between numerical error and the
spatial ahd temporal scales in certain types of physical models. Refining the mesh does got,ensure that the physics
modeledjwill remain unchanged as the mesh isresolved. For example, an insufficiently refirfed mesh in buckling prob}ems
will previent the model from exhibiting higher modes of buckling. This observation regarding mesh refinement dirgctly
influencgs the accuracy and reliability of any type of a posteriori error estimation method, especially extrapolgtion
methods|

5.3 Verjfication Documentation

Docunpentation must be an integral part of the verification process tp facilitate reuse of the model. The documentgtion
should ejxplain the rationale and limitations of the code verification and calculation verification activities. It shjould
include descriptions of the error estimation techniques employed;the results of consistency tests, and the analyftical
solutiong, manufactured solutions, and numerical benchmark selutions used. SQE and SQA, configuration managenpent,
table computational systems should also be described.

6 VALIDATION

The adtivities described in this section are performed for each validation case in the validation hierarchy develpped
during preparation of the V&V plan.

Althoygh the immediate goal of validation is to compare simulation results with experimental measurements| the
strategicjgoal is to increase confidence in‘the predictive capability of a computational model for its intended use. This is
accomplished by comparing computational predictions (simulation outputs) to observations (experimental outpjuts).
Three pijerequisites for validation.are

(a) a glear definition of the model’s intended use
pleted code verification and calculation verification activities conducted sufficiently so that the errors didcov-
ered thrpugh validation can\be isolated from those errors discovered through verification

(c) quantified uncertainties in both the simulation outputs and the experimental outputs

The agproach of validation is to measure the agreement between the simulation outputs from a computational model
and the experimental outputs from appropriately designed and conducted experiments. These outputs should irjcor-
porate the experimmental and modeling uncertainties in dimensions, materials, loads, and responses. In most cased, the
assessmént 6fthe predictive capability of a computational model over the full range of its intended use cannot be bpsed
solely ugon’data already available at the beginning of the V&V program. Not only might existing data inadequjtely
represent the intended use of the model, it may also have been used in model calibration during the development
of the computational model. In such cases, new experiments and computational predictions are required. The challenge
is to define and conducta set of experiments that will provide a test of the model stringent enough that the decision maker
will have adequate confidence to employ the model for predicting the validation case. If the model predicts the experi-
mental outputs within the predetermined accuracy requirements, the model is considered validated for its intended use.
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6.1 Validation Experiments

Validation experiments are performed to generate data for assessing the accuracy of the mathematical model via
simulation outputs produced by the verified computational model. A validation experiment is a physical realization
of a properly posed applied mathematics problem with initial conditions, boundary conditions, material properties,
and external forces. To qualify as a validation experiment, the geometry of the object being tested (e.g.,, a component,
subassembly, assembly, or full system), the initial conditions and the boundary conditions of the experiment, and all of the
other model input parameters must be prescribed as completely and accurately as possible. Ideally, this thoroughness on
the part of the experimenter will provide as many constraints as possible, requiring few assumptions on the part of the
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ured, and uncertainties in the measurements should be reported.

Jl.1 Experiment Design. Generally, data from the literature are from experiments performed for otherpurgoses and
do not meet the requirements of a validation experiment. Experiments can have many purpose$ and are often
ed on assessing component performance relative to safety criteria or exploring modes of system responsg. Conse-
quently, the measurement set in many experiments may differ from the measurements needed for model validgtion. For
exarhple, a test may show that a component fails at aload higher than an acceptable threshold and thereby establish that
the Jomponent is acceptable for use. However, the test may not have measured the deformation as the force wak applied
use that measurement was not needed for the purpose of the experiment. If both the’component-failure fneasure-

component failure could not be used for validation. Furthermore, predictions of experiments whose results ajje known
priof to the validation effort are influenced, even if subconsciously, by modelers!assumptions, knowledge of thle experi-
menftal results, and the selection of unmeasured quantities. For these reasouns, it is usually necessary to perforin experi-
menjts that are dedicated to model validation (refs. [3], [6]).

The modeler should have input regarding the design of the validatien experiments. The experimenter and the modeler
need to share an understanding of the responses that are difficult to.measure or predict. The modeler needs to He certain
thatjall the inputs (especially for constitutive models), boundary¢onditions, and imposed loads are being measiired. The
modeler should perform a parametric study with the verified model to determine model sensitivities that n¢ed to be
inveptigated experimentally. In addition, pretest analyses should be conducted to uncover potential problems|with the
design of the experiment. However, credibility of the validation process will be greatly enhanced if the modeler{does not
the test results before the prediction is complete; with the exception that the modeler must be provided|material

In/summary, the validation experiments and mieasurement set should be designed to leave as few unknown pafameters
as ppssible. In the all-too-common case that some significant parameters are not measured, the modeler has to perform
multiple calculations to compare with the experiments by varying the values of those parameters. The model¢r cannot
arbifrarily select a parameter value_within its accepted range and base the validation comparison on that pelection
use doing so can result in eithérfalse validation or false invalidation. If all of the calculation results using 4 realistic
e of the parameters are withinithe acceptable tolerance for validation, then validation may be claimed, evejn though
gxperiment had uncontrolled variables. Butif the calculation results for a significant portion of the realistic pprameter
range lie outside this toletance, validation cannot be claimed, and progress can only be made by the expefimenter

6.J1.2 Measurement Selection. Selection of the quantities to measure should be based primarily on the fesponse
quantities of interest. When possible, these quantities should be measured directly rather than derived fr¢m other
meapurements:For example, if strain is the quantity of interest, it is probably better to use a strain gag¢ instead
of nfultiple ‘méasurements of displacement. Similarly, if velocity can be measured directly, that approach |is better
integrating a measurement of acceleration or differentiating a measurement of displacement. On the other
|, consistency of the test data is an important attribute that increases confidence in the data. While it is recomqmended
to use direct measurements for the primary response quantity, data consistency can be established by supplementing
these with corroborative measurements derived independently (e.g., measuring displacement or acceleration to cor-
roborate measurements of velocity). Measurements of point quantities made in families that allow fields to be estimated
are also useful; for example, a displacement field can be used to corroborate measurements of strain (ref. [28]).

Another reason that variables or locations in the model other than those specified in the validation requirements
should be measured is that agreement between these measurements and the simulation results can contribute signifi-
cantly to overall confidence in the model. Although some quantities may be of secondary importance, accurate calcula-
tions of these quantities provide evidence that the model accurately calculates the primary response for the right reason.
For example, confidence in a model that matches the central deflection of abeam is greatly enhanced if it also matches the
displacements or strains all along the length of the beam — even if central deflection is the only quantity of interest for the
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intended use. This can qualitatively or even quantitatively build confidence that the model can be used to make accurate
predictions for problem specifications that are different from those included in model development and validation. Thus,
validation experiments should produce a variety of data so that multiple aspects of the model can be assessed.

6.1.3 Sources of Error. It is important to calibrate the gages that will be used in validation experiments and to docu-
ment their inaccuracies related to nonlinearity, repeatability, and hysteresis. Many things can influence the output of a
gage. Pressure transducers, for example, should be calibrated in an environment similar to that of the validation experi-
ment (e.g., at elevated temperature). If a transducer is sensitive to the environment and the environment changes signifi-
cantly during a validation test, the transducer’s sensitivity to the environment must already have been established
(during previcuscalibration of the gage} so that the resulting data can be corrected toaccount for it (re .

In addjtion, the experimenter needs to determine and account for effects such as the compliance or inertia of anyj test
fixtures if these effects contribute to the measurement of displacement or force, respectively. For example, thesmasg§ of a
piston inja hydraulic testing machine can affect the measurement of the force applied to the specimen and, if ignored, can
contribufe to lack of agreement between the simulation results and the experimental results. Reporting the details of
operating, calibrating, and installing the gages used in an experiment helps the modeler understand the relationship
between|gage output and model output. It may even be necessary in some cases for the modelercte. build a model|that
includes|such parts as the test fixtures or measurement fixtures to accurately predict the measurements.

6.1.4 Repeated Measurements. For validation experiments, redundant measurements‘are needed to establisl} the
precision (scatter) in the validation test results and thus improve the quantification ©fyuncertainty in experimé¢ntal
measurements. One approach for obtaining redundant measurements is to repeat thetest using different specinens.
The test{to-test scatter would then have contributions from differences in specimens (initial conditions) or material
propertigs, specimen installation (boundary conditions), gages, gage installatiofiyrand data acquisition. As an example, if
bending [tests were performed on several members of a set of beams and-the/responses measured with strain gages
mounted on the tension and compression surfaces, not only would each beam be different, but each might be off center in
the testing machine by differing amounts. In addition, the strain gages,would have different scatter in location|and
orientatipn, and the signal-wire resistances would differ.

Another approach for obtaining redundant measurements is to.répéat the test using the same specimen. This apprpach
may be taken if the cost of testing is high or the availability of test specimens is limited. Of course, specimen-to-specimen
responsg variability would not be obtained. Still another approach for obtaining redundant measurements is to glace
similar tfansducers at symmetrical locations (if the test has adequate symmetry) to assess scatter. The data from these
transduders could also be used to determine whether'the expected symmetry was indeed obtained.

6.2 Ungertainty Quantification in Experiments

In the JQ activity for experiments, the effects of measurement error, design tolerances, construction uncertainty| and
other unfertainties are quantified, resulting in the experimental outputs. Although published experimental results ¢ften
donotinflude an assessment of uncertainty, it is necessary to estimate and report the uncertainty in the measuremerjts in
validatiop experiments so that simulation results can be judged appropriately.

In experimental work, errors are usually classified as being either random (precision) or systematic (bias). An eryjor is
classified as random if it contributes to the scatter of the data in redundant measurements or repeat experiments at the
same facjlity. Random errors.are inherent to the experiment, produce nondeterministic effects, and cannot be redficed
with addjiitional testing, although they can be better quantified with additional testing. Sources of random error indlude
dimensignal tolerancés on test parts, variability in assembly and measurement locations, variability of material prdper-
ties, and| mechanjcal"equipment variances due to friction. Systematic errors can produce a bias in the experim¢ntal
measurgments ‘thiat is difficult to detect and estimate. Sources of systematic error include transducer calibrdtion
error, dqta acquisition error, data reduction error, and test technique error (ref. [30]).

Either|the-experimenter or an independent reviewer must provide an uncertainty assessment of the results.| The
assessment should consider all SOUrces of experimental uncertainty, whether the sources were measured or estimated.
When possible, the uncertainties should take the form of mean values with standard deviations or distributions (ref. [3]).
Even when statistics are not available, an estimate of experimental uncertainty based on previous experience or expert
opinion is necessary before proceeding to comparisons with simulation outputs. A common pitfall is to neglect important
contributions to modeling uncertainty, experimental uncertainty, or both, and then try to draw conclusions about predic-
tive accuracy based on inadequate information. Improper or inappropriate inferences could thus be made about the
accuracy of the computational model.

6.3 Model Accuracy Assessment

Following UQ of the experimental results that produced the experimental outputs, the final steps in validation consist of
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(a) comparing values of the metrics chosen to measure the agreement between simulation outputs and experimental
outputs

(b) making an assessment of the accuracy of the computational model relative to the goals provided in the V&V plan for
the model’s intended use

Recall that a model accuracy assessment (see Figure 3.3-1) is made for each component, subassembly, assembly, and
subsystem in every level of the validation hierarchy for which validation data are produced. The determination of the
system-level model’s accuracy is made after the hierarchy of validation experiments has been performed and the compo-
site computational model has been validated through the various hierarchical tiers.

6. alidation Metri Avalidation-metricprovidesamethodbywhich the simulationcutputsandtheexperimental
outputs can be quantitatively compared. The metric result is compared to the accuracy requirements definedii] the V&V
plan|to determine whether acceptable agreement has been achieved. Validation metrics should incorparate the uncer-
tainfies associated with the experimental outputs and the uncertainties associated with the simulation qutputs(e.g., the
input parameter uncertainties propagated through the computational model). When multiple (repeat) experiménts have
been} performed, the mean and variance of the system response of interest can be quantified, Multiple mefrics that
quantify the difference between uncertain model and test outputs have been proposed, for.Scalar quantifies (e.g.,
refs| [31], [32], and [33]).

hich experimental and simulation outputs to compare should be carefully considered/The outputs of interest may be
simple, such as tip deflection or quarter point strain, or more complex, such as a.omparison of spatial or femporal
distgibutions (e.g., strain as a function of distance, or velocity at a point as a functien of time). Many aspects of vplidation
metrics, including the comparison of spatial or temporal distributions, are aétive areas of research with ng general,
proyen methodology for real-world problems.

V4lidation metrics can sometimes be devised to incorporate the uncertainties associated with the experim¢ntal and
simylation outputs (e.g., the input parameter uncertainties propagated through the computational mode]). When
mulfiple (repeat) experiments have been performed, the mean ard\variance of the system response of int¢rest can
be quantified. A metric for the special case of multiple experiménts with no uncertainty in the simulation] outputs
hasbeen proposed (refs.[34],[35],[36]). For the general case, where both the measurement and simulation are ekpressed
as anean with variance, some research has been performed (fef. [32]), but this and other aspects of validation metrics are
still jactive areas of research.

6.3.2 Determination of Accuracy. Itis possible themodel will fulfill only a portion of the validation requirempnts. The
accuracy may fall short of the requirements in general or for a certain portion of the intended use. For example, a 10%
accuracy goal may be unmet, but 15% accuracy:may be established. Alternately, the 10% accuracy may be met{for loads
und¢r or over a given level or for all but a'particular type, such as thermal. Assuming that the original critdria were
progerly established for the intended use, this implies that further model improvements are needed. In the mearftime, the
model may have utility on alimited basis(i.e., it may be validated to alower standard than that specified in the V&} plan, or
it mpy be partially validated). In such cases, the technical experts and decision makers have the shared burden of
estaplishing partial acceptance(criteria. They could establish a new and less-ambitious definition of the adceptable
leve| of agreement for validation, or they could define the limitations of the model’s use. Partial validatipn is not
uncgmmon, which undersdores that a verdict or claim of “validation” is never meaningful without reporting thepccuracy
critdria and the uncertdinties in experiments and calculations.

Confidence in the madel’s predictions decreases as the conditions of application deviate from those used in the valida-
tion|process. For example, a model of an engine block that has been developed to accurately predict the stresses on the
cylinjder surfacesinay not adequately or accurately predict the stress near an internal cooling channel in the sanje model.
Confidence ifnvthe model’s output is limited to applications that are judged to be sufficiently similar to that fpr which
validation®was performed. Confident use for other purposes requires additional validation.

6.4 alidation Da mentatia

Documentation of the overall validation process and the specific validation activity (for each validation case in the
hierarchy) conveys an understanding of the predictive capability of the model for its intended use and supports the
conclusion about whether or not the model was successfully validated for the set-points of the validation experiments.
The documentation also facilitates reuse of the knowledge base by enabling subsequent users to build upon the estab-
lished validation activity, regardless of whether the model was successfully validated for its original intended use.

For each validation case, the validation documentation should build upon the documentation of the conceptual model
and the documentation describing the verification process of the computational model. The resulting validation docu-
mentation is useful for answering essential questions such as “Are the approximations and uncertainties inherent in the
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